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The recent proliferation of multi-detector row computed tomography (CT) has led to an increase in the creation and interpretation of images in planes other than the traditional axial plane. Powerful three-dimensional (3D) applications improve the utility of detailed CT data but also create confusion among radiologists, technologists, and referring clinicians when trying to describe a particular method or type of image. Designing examination protocols that optimize data quality and radiation dose to the patient requires familiarity with the concepts of beam collimation and section collimation as they apply to multi-detector row CT. A basic understanding of the time-limited nature of projection data and the need for thin-section axial reconstruction for 3D applications is necessary to use the available data effectively in clinical practice. The axial reconstruction data can be used to create nonaxial two-dimensional images by means of multiplanar reformation. Multiplanar images can be thickened into slabs with projectional techniques such as average, maximum, and minimum intensity projection; ray sum; and volume rendering. By assigning a full spectrum of opacity values and applying color to the tissue classification system, volume rendering provides a robust and versatile data set for advanced imaging applications.
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Introduction

The recent proliferation of multi-detector row computed tomography (CT) has led to an increase in the creation and interpretation of images in planes other than the axial images traditionally viewed with CT. Powerful three-dimensional (3D) applications improve the utility of detailed CT data but also create confusion among radiologists, technologists, and referring clinicians when trying to describe a particular method or type of image. Parallel advances that have been made in the areas of CT acquisition and image processing software are of comparable importance, since postprocessing cannot improve on the finite constraints of the acquired CT data and innovative imaging paradigms are needed to optimize the use of exquisite and voluminous data.

The following examples are proposed as a guide to terminology commonly used when acquiring and manipulating CT data to create multiplanar and 3D images. Specific topics discussed are collimation; projection data; data reconstruction; section thickness and interval; nominal and effective section thickness; the volumetric data set; multiplanar reformation; curved planar reformation; average, maximum, and minimum intensity projection; shaded surface display; volume rendering; and segmentation. Although the technical aspects of data acquisition discussed are specific to CT, many of the postprocessing principles apply to magnetic resonance (MR) imaging as well.

TAKE-HOME POINTS

- A basic understanding of the time-limited nature of projection data and the need for thin-section axial reconstruction for 3D applications is necessary for effective use of multi-detector row CT in clinical practice.
- Multiplanar images may be thickened into slabs by using projectional techniques such as average, maximum, and minimum intensity projection; ray sum; and volume rendering, depending on the anatomic structures of greatest interest.
- Volume rendering is a robust technique with diagnostic utility that far exceeds that of shaded surface display by combining a 3D perspective with versatile and interactive processing of the entire volume of reconstructed data.

Collimation

The concept of collimation is relatively straightforward with single-detector row CT. With the single-detector row technique, collimation refers to the act of controlling beam size with a metallic aperture near the tube, thereby determining the amount of tissue exposed to the x-ray beam as the tube rotates around the patient (1,2). Thus, in single-detector row CT, there is a direct relationship between collimation and section thickness. Because the term collimation may be used in several different ways in multi-detector row CT, it is important to distinguish between beam collimation and section collimation.

Beam Collimation

Beam collimation is the application of the same concept of collimation from single-detector row CT to multi-detector row CT. A collimator near the x-ray tube is adjusted to determine the size of the beam directed through the patient. Because multiple channels of data are acquired simultaneously, beam collimation is usually larger than reconstructed section thickness (3).

When a 16-channel scanner is used, for example, one of two settings is selected for most applications (Fig 1). Narrow collimation exposes only the central small detector elements. The data acquisition system controls the circuits that transmit data from the detector and collects data only from the intended elements (4,5). Wider collimation may expose the entire detector array. Unlike narrow collimation, in which the central elements are sampled individually, with wide collimation the 16 central elements are paired or binned, providing data as if they were eight larger elements (6). The four additional larger elements on each end of the detector array then complete the total of 16 channels of data. In this example, beam collimation would be 10 mm in the narrow setting or 20 mm in the wide setting.

Because beam collimation combined with table translocation determines the amount of z-axis coverage per rotation, it also helps determine the length of tissue or “volume coverage” that can be scanned within a given period (3). Larger beam collimation allows greater volume coverage within the time constraints of a given breath-hold or contrast material injection. An important point is that, as with single-detector row CT, narrow collimation in four- and 16-channel multi-detector row CT typically results in higher radiation dose to the patient compared with wide collimation (7,8).
Section Collimation

The concept of section collimation is more complex but vital to understanding the potential of multi–detector row CT. One of the key components of multi–detector row CT is a detector array that allows partition of the incident x-ray beam into multiple subdivided channels of data (3). Section collimation defines the acquisition according to the small axial sections that can be reconstructed from the data as determined by how the individual detector elements are used to channel data. As opposed to beam collimation, which determines volume coverage, section collimation determines the minimal section thickness that can be reconstructed from a given data acquisition.

Using the earlier example of a 16-channel scanner, let us assume that the small central detector elements are 0.625 mm and the large peripheral elements are 1.25 mm. The size of the elements exposed and the way in which data are sampled from them by the data acquisition system determine the physical properties of the projection data used to generate axial images (4,6,8). When narrow collimation is applied (in this example, an incident beam width of 10 mm), the central small detector elements are treated individually, resulting in 16 sections with a thickness of 0.6 mm each. This setting allows data reconstruction down to a section thickness of 0.6 mm. When wide collimation (20 mm in this example) is used, the central elements are coupled so that two 0.625-mm elements are sampled as a single 1.25-mm element and the peripheral 1.25-mm elements are sampled individually, resulting in a section collimation of 1.25 mm. As a result, axial sections cannot be reconstructed smaller than 1.25 mm. Thus, section collimation is defined by the effective size of the channels of
data sampled by the data acquisition system (the individual or coupled detector elements) and determines the minimum section thickness that can be reconstructed in a given acquisition mode. “Effective detector row thickness” is another term that has been used to describe section collimation (8).

If a routine abdominal examination interpreted at 5-mm section thickness reveals a finding and the radiologist or surgeon would like detailed coronal images, the section collimation determines whether the data can be reconstructed to 0.625-mm or 1.25-mm section thickness to provide a new data set for the reformatted images. Although it may be tempting to use the smallest section collimation available routinely, this may increase radiation dose to the patient (particularly with four- to 16-channel scanners) (7,8). Thus, section collimation is an important consideration in designing protocols with multi–detector row CT, as the anticipated need for isotropic data must be balanced with radiation dose considerations.

Section collimation and the quantity of data channels used during data acquisition are described by the term “detector configuration.” For example, the detector configuration for a 16–channel scanner acquiring 16 channels of data, each 0.625 mm thick, is described as 16 × 0.625 mm. The same scanner could also acquire data by using different detector configurations, including 16 × 1.25 mm and 8 × 2.5 mm. The detector configuration also describes the relationship between section and beam collimation, since beam collimation can be calculated as the product of the section collimation and the number of data channels used (5,8).

Although section profiles for thin and thick collimation vary among different vendors, the general principles are applicable to all scanners. Correlation between beam collimation and section collimation on different types of 16-channel scanners is shown in the Table.

Projection Data

Projection data are the initial product of CT acquisition prior to filtered back projection and the longitudinal interpolation necessary to create axial reconstructed sections. Projection data consist of line integrals and are never viewed directly but are used to generate axial images. There are several reasons to recognize projection data in clinical practice: (a) Spatial properties of the projection data are defined by scan acquisition and cannot be altered subsequently. (b) Only the projection data are used to reconstruct axial images, so any retrospective data reconstruction requires access to the projection data. (c) Projection data are not used directly to create 3D images. (d) In most cases, it is not practical to archive these large data sets, so access to generate volumetric data sets is time limited.

The finite constraints of the projection data make it necessary to anticipate which applications are likely to be helpful in the interpretation of a particular type of examination before it is performed so that data with the requisite z-axis or “through-plane” spatial resolution are available (1). When 3D reformations are likely to be beneficial, appropriate thin-section reconstructions must be performed before the projection data are
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**Correlation between Beam Collimation and Section Collimation in Different Types of 16-Channel CT Scanners**

<table>
<thead>
<tr>
<th>Vendor of Scanner</th>
<th>Beam Collimation (mm)</th>
<th>Section Collimation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GE Healthcare*</td>
<td>20</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.625</td>
</tr>
<tr>
<td>Philips,† Siemens‡</td>
<td>24</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.75</td>
</tr>
<tr>
<td>Toshiba§</td>
<td>32</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.5</td>
</tr>
</tbody>
</table>

*GE Healthcare Technologies, Waukesha, Wis.
†Philips Medical Systems, Best, the Netherlands.
‡Siemens Medical Solutions, Erlangen, Germany.
§Toshiba Medical Systems, Tokyo, Japan.
deleted. With this in mind, routine secondary data reconstruction may be performed for certain categories of examinations. Increasing the data storage capacity of the scanner can prolong accessibility to the data, decreasing the chances of frustration that may occur when additional image reconstruction is desired after the projection data are no longer available.

Data Reconstruction

Data or image reconstruction refers to the process of generating axial images from projection data (Fig 3). Axial data sets can be viewed for interpretation or used to create multiplanar or 3D images. This requires increasingly sophisticated interpolation algorithms that take into account redundancies in overlapping data, effects of table speed, and geometric variability of the cone beam tube output (5,9,10). Section thickness, reconstruction interval, field of view, and convolutional kernel (reconstruction algorithm) must be specified each time data are reconstructed. Multiple data reconstructions can be performed automatically for a variety of reasons, such as including both soft-tissue and lung kernels of the chest or providing a thin-section data set for 3D applications. Additional retrospective data reconstruction can be performed as long as the projection data remain available (2).

Section Thickness and Interval

Section thickness is the length of each segment of data along the z axis used during data reconstruction to calculate the value of each pixel on the axial images through a combination of helical interpolation and z-filtering algorithms (3,4,10–12). This determines the volume of tissue that will be included in the calculation to generate the Hounsfield unit value assigned to each of the pixels that make up the image (13). Reconstruction interval or increment refers to the distance along the z axis between the center of one transverse (axial) reconstruction and the next. Interval is independent of section thickness and can be selected arbitrarily since it is not limited by scan acquisition (2,14). When section thickness and interval are identical, images are considered to be contiguous.

In some cases, such as high-resolution CT of the chest, a small section thickness is selected to provide high spatial resolution but may be sampled at large intervals through the lung to obtain a representative sample with a limited number of images (eg, 1-mm section thickness at a 10-mm interval). Such discontinuous images are appropriate for evaluating generalized parenchymal disease in the lungs, but lung nodules can easily be missed. For 3D imaging, an overlapping interval is usually selected, meaning that the interval is smaller than the section thickness, usually by 50% (Fig 4) (14–17). For example, 1.25-mm sections can be reconstructed every 0.625 mm so that the
redundancy of data along the z axis results in smooth coronal or sagittal reformations. Although the section thickness is limited by the section collimation selected for scan acquisition, reconstruction interval is not limited by scan parameters (18). Even data reconstructed to the smallest section thickness available can be overlapped by using a smaller interval if necessary.

**Nominal and Effective Section Thickness**

As in single-detector row CT, table translation during scan acquisition and the interpolation algorithm used to generate axial sections have an effect on section thickness. Nominal section thickness is the section thickness specified by the collimation when a protocol is entered on the scanner. The actual section thickness of the reconstructed data is dependent not only on collimation but also on table speed and the method of z interpolation used (4,5,10,18–22). The term “effective section thickness” can be used to describe actual section thickness after broadening effects are taken into consideration (5). Some vendors provide this information on the image header or on the menu for image reconstruction (Philips Medical Systems, Siemens Medical Solutions, Toshiba Medical Systems); other vendors display only the nominal section thickness (GE Healthcare Technologies). Scan acquisition with a 16 × 1.25-mm detector configuration may result in effective section thickness of 1.3 mm with a low pitch and 1.5 mm with a higher pitch.

**Volumetric Data Set**

Although the diagnostic potential and sheer size of detailed CT data sets available with multi-detector row CT are likely to encourage integration
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**Figure 5.** Anisotropic and isotropic data. (a) Single-detector row CT performed with a nominal section thickness of 5 mm and a 512 × 512 matrix results in reconstructed data that are anisotropic, consisting of voxels with a facing pixel size of approximately 0.625 mm but a depth of 5 mm. This data set provides satisfactory axial images but has limited potential for secondary data reconstruction. (b) Sixteen-channel CT performed with wide collimation results in reconstructed data that are anisotropic, with a z-axis dimension (1.25 mm) approximately twice the size of the facing pixel (0.625 mm). By overlapping the reconstruction interval (which is not limited by section collimation), this data set provides excellent reformatted and volume-rendered images for many applications. (c) Sixteen-channel CT performed with narrow collimation results in reconstructed data that are isotropic, consisting of voxels that are relatively symmetric in all dimensions (0.625 mm). This data set provides exquisite data for multiplanar and 3D applications.
of 3D imaging techniques into interpretation of even routine examinations (23), axial section interpretation remains an essential component of CT interpretation. While thin-section data sets may be reconstructed primarily when an examination is performed specifically for the purposes of CT angiography, colonography, or other advanced applications, 3D rendering techniques may also be useful for more routine examinations. To maintain acceptable contrast resolution on the primary axial interpretation sections, relatively thick sections are still reconstructed in most cases, typically ranging from 3 to 5 mm (8). Examinations performed with a field of view of 30–40 cm result in a pixel size of 0.5–0.8 mm on the axial sections, so a section thickness of 0.5–0.8 mm is required to generate a data set with similar spatial resolution in each dimension; such data are called isotropic data (Fig 5) (4,5,24,25).

Because only thin-section data with isotropic or near-isotropic properties provide diagnostic quality through-plane (long-axis) resolution, two separate data sets are often reconstructed: (a) a primary reconstruction consisting of relatively thick sections for axial interpretation and (b) a volumetric data set consisting of thin overlapping sections for 3D rendering (Fig 6). Optimal results are usually achieved by selecting the smallest section thickness available from the raw projection data (26). As discussed earlier, only section thickness is limited by scan parameters, so sections can be reconstructed at an interval smaller than the section thickness, resulting in overlap of data along the z axis (eg, reconstruction of 1.25-mm-thick sections every 0.625 mm) (1,14,18,27).

Although projection data are stored on the scanner only for a limited time, a reconstructed thin-section data set can be archived on storage media or in a picture archiving and communication system, allowing access to high-quality image applications at a future date. Data reconstruction
usually takes significantly longer than scan acquisition, and routine generation of large data sets can hinder scanner work flow at slow rates of reconstruction. If a scanner is purchased in anticipation of advanced 3D applications, rapid data reconstruction should be considered a priority.

**Multiplanar Reformation**

Multiplanar reformation (MPR) is the process of using the data from axial CT images to create nonaxial two-dimensional images (Fig 7). MPR images are coronal, sagittal, oblique, or curved plane images generated from a plane only 1 voxel in thickness transecting a set or “stack” of axial images (15,23,24,28). This technique is particularly useful for evaluating skeletal structures, since some fractures and joint alignment may not be readily apparent on axial sections.

Multiplanar images can be “thickened” into slabs by tracing a projected ray through the image to the viewer’s eye, then processing the data encountered as that ray passes through the stack of reconstructed sections along the line of sight according to one of several algorithms (Fig 8) (24,29,30). Projectional techniques used in “thickening” of multiplanar images include maximum intensity projection (MIP), minimum intensity projection (MinIP), AIP, ray sum, and volume rendering and are sometimes called “multiplanar volume reformations” (31).

**Curved Planar Reformation**

Curved planar reformation is a type of MPR accomplished by aligning the long axis of the imaging plane with a specific anatomic structure, such as a blood vessel, rather than with an arbitrary imaging plane (15,16). Curved planar reforma-
Tubular structures such as vessels, ureters, and long lengths of intestine can be included in a single image using curved planar reformation. This technique is particularly advantageous for displaying entire vessels, ureters, or intestines, as these structures are often visible only by following them on consecutive images (Fig 9). Unlike surface- or volume-rendered 3D images, curved planar images display the cross-sectional profile of a vessel along its length, facilitating characterization of stenoses or other intraluminal abnormalities.

However, manual derivation of the curved plane can be time-consuming and may result in artifactual “pseudolesions.” The recent introduction of automated methods for generating curved planar reformation has shown a decrease in user interaction time by 86% while maintaining image quality and actually decreasing the number of artifacts (32). The concept of thickening MPRs into slabs may be applied to curved planar reformations as well, resulting in curved slab reformations (33).

**Average Intensity Projection**

AIP describes one type of algorithm used to thicken MPRs. The image represents the average of each component attenuation value encountered by a ray cast through an object toward the viewer’s eye (Fig 10). Starting with an MPR with a thickness of only 1 pixel (0.5–0.8 mm), thickening the multiplanar slab by using AIP may be
used to produce images that have an appearance similar to traditional axial images with regard to low contrast resolution (Fig 11). This can be useful for characterizing the internal structures of a solid organ or the walls of hollow structures such as blood vessels or the intestine.

A different processing algorithm, ray sum, is offered on some workstations in place of or in addition to AIP. Rather than averaging the data along each projected ray tracing, ray sum simply adds all values, as the name implies (30). Therefore, full-volume ray sum images may have an appearance similar to that of a conventional radiograph. However, thin-slab ray sum produces images that appear similar to AIP images.

**Maximum Intensity Projection**

MIP images are achieved by displaying only the highest attenuation value from the data encountered by a ray cast through an object to the viewer’s eye (Fig 12) (29,34). MIP is best used when the objects of interest are the brightest objects in the image (35) and is commonly used to evaluate contrast material–filled structures for CT angiography and CT urography. Large-volume MIP images have long been used to obtain 3D images from MR angiography data (30). Because only data with the highest value are used, MIP images usually contain 10% or less of the original data, a factor that was critical when computer processing power limited accessibility to advanced imaging techniques (35).

Thick-slab MIPs can also be applied to CT angiography data to include long segments of a vessel, but thin-slab MIP images (with section thickness less than 10 mm) viewed in sequence
may provide more useful diagnostic information, as small structures are less likely to be obscured (Fig 13) (36,37). Although large-volume MIP images can demonstrate vessels in their entirety, the appreciation of 3D relationships between structures remains limited by a lack of visual cues that allow perception of depth relationships (16).
Figure 14. MinIP of data encountered by a ray traced through the object of interest to the viewer. The included data contain attenuation information ranging from that of air (black) to that of contrast media and bone (white). MinIP projects only the lowest value encountered.

Figure 15. Coronal slab image of the thorax (slab thickness = 20 mm) created with MinIP, AIP, and MIP. (a) On the MinIP image, the central airways are clearly demonstrated. Asymmetric emphysematous changes are seen in the right upper lobe. (b) On the AIP image, the central airways are not seen as well; the emphysematous changes remain visible but are less apparent. Interstitial and vascular structures within the lungs are seen better than on the MinIP image. (c) On the MIP image, the airways and emphysematous changes are obscured by vascular and soft-tissue structures. Longer segments of the vessels are visible than on the AIP image.
Minimum Intensity Projection
MinIP images are multiplanar slab images produced by displaying only the lowest attenuation value encountered along a ray cast through an object toward the viewer's eye (Fig 14). MinIP is not used commonly but may be used to generate images of the central airways or areas of air trapping within the lung (Fig 15) (38). These images may provide valuable perspective in defining lesions for surgical planning or detecting subtle small airway disease.

Shaded Surface Display
Shaded surface display (SSD), also called surface rendering, provides a 3D view of the surface of an object (Fig 16). The surface of an object must first be separated from other structures, a process called segmentation (discussed later). For osseous structures, this may be as simple as selecting a threshold that excludes soft-tissue structures. For other objects, segmentation may require meticulous editing. All data within the volume are included in or excluded from the image on the basis of edge detection and/or thresholding, resulting in a binary data set (39–41).

A gray-scale shading procedure is then performed by using a formula to compute the observed light intensity in a given 3D scene, simulating surface reflections and shadowing from an artificial light source (40,42,43). The shading procedure assumes the presence of low-level ambient or diffuse light as well as a brighter, direct beam of light. Surfaces perpendicular to the beam of light have the highest levels of illumination whereas other surfaces appear shaded, similar to a surface relief map used to communicate surface terrain features in cartographic models (44). Combinations of direct and diffuse light result in a range of gray shades.

SSD has been used to demonstrate findings such as fractures after they are diagnosed on two-dimensional images (45). However, just as MIP...
discards low-value data, SSD discards all but the surface-defining data, typically using less than 10% of the acquired data (Fig 17)(35,46). Although decreasing the amount of data was often an advantage when computer processing power was a limiting factor, this is no longer necessary and the binary nature of surface rendering limits flexibility of the data and makes it prone to undesirable artifacts (47). Volume rendering is now preferable to SSD for most if not all applications (38,45).

**Volume Rendering**

Volume rendering makes possible many of the advanced imaging applications performed on CT data at present. Using technology originally developed for motion picture computer animation (46,48), volume rendering assigns opacity values on a full spectrum from 0% to 100% (total transparency to total opacity) along an artificial line of sight projection using a variety of computational techniques (16,47). Because all acquired data may be used, volume rendering requires significantly greater processing power than MIP or surface rendering, limiting wide availability until relatively recent advances in computer hardware (17,39). Rectangular or trapezoidal classification schemes may be applied along the opacity spectrum, calculating the probability that a given voxel contains a specific tissue type (45), with separate classifications for tissues such as bone.
soft tissue, contrast-enhanced vessels, air, and fat, depending on the clinical task at hand (48).

As in SSD, gray-scale shading is applied to simulate the surface reflections and shadowing of an artificial light source; however, more sophisticated calculations are possible using neighboring voxel values, since volumetric data are available (47–49). For example, instead of manual segmentation or an attenuation threshold being used to define a surface, abrupt changes in attenuation between adjacent voxels may signal a transition from one type of tissue to another. Some prefer the term “compositing” to describe the lighting effects performed in volume rendering (50). Although the 3D nature of volume rendering makes it appear similar to SSD, assigning a full spectrum of opacity values and separation of the tissue classification and shading processes provide a much more robust and versatile data set than the binary system offered by SSD (Fig 18) (47,51,52).

Volume rendering combines the use of opacity values and lighting effects to allow appreciation of spatial relationships between structures. However, there are limitations in perception if both tissue classification and surface shading are restricted to gray scale. By applying color to the histogram tissue classification system and reserving gray scale for the lighting effects, volume rendering uses the rapid data processing inherent in the human optical pathways to achieve intuitive perception of depth relationships in large data sets (16,53,54). Although the application of “pseudocolor” to tissue classification can be used to enhance discrimination between structures (Fig 19) (55–57), note that these color schemes do not represent the true optical color of the tissues.

In contrast to the predictable, linear progression of gray-scale values on conventional reconstructed axial CT images, the rate of progression in color assignment within tissue classifications and in regions of transition for volume rendering is tailored for particular applications. Although this is necessary to achieve the desired 3D effects, the arbitrary nature of color assignment must be acknowledged to avoid the mistakes that can occur by attributing significance to erroneous tissue classification (53). Such errors were more pronounced with attempts to apply color assignment to SSD and were often attributed to image noise, partial volume effects at tissue boundaries, user bias, and deviation of data from the assumed distribution in the applied histogram (58). However, similar pitfalls may be encountered with volume rendering as well.

One of the many strengths of volume rendering is the ability to select a variety of viewing perspectives. In addition to viewing angle and distance, schemes of perception may be applied to simulate specific types of visualization such as fiberoptic endoscopy. In general terms, volume rendering may be displayed as either orthographic or perspective volume rendering.
Orthographic Volume Rendering
Orthographic rendering is the most common method of display and assumes external visualization of an object, much like viewing a statue in a museum. Regardless of the viewing angle selected, display is based on the assumption that light rays reaching our eyes are parallel, similar to seeing objects from a great distance (24). As a result, structures are not distorted by proximity to the viewpoint (Fig 20).

Perspective Volume Rendering
Perspective volume rendering, sometimes called immersive rendering, assumes a viewpoint at a finite distance, usually from within a lumen, and is used to simulate fiberoptic endoscopy. Rather than light rays being parallel, projected light rays are focused to converge on the viewpoint, simulating natural light convergence on the human retina (24). The resulting distortion facilitates perception of distance on the basis of object size. Objects near the viewpoint appear large, whereas objects farther away appear small (25).

This technique can be applied to any type of lumen, although the most commonly described applications include evaluation of the colon, bronchial tree, urinary tract, and arteries (31,59–64). Perspective volume rendering can be helpful in planning endoscopic procedures and can facilitate an intuitive appreciation of relationships between anatomic structures (Fig 21). Whereas fiberoptic endoscopy is limited to visualization of the internal characteristics of a lumen, visual inspection with perspective volume rendering can be extended beyond the walls of the lumen to include adjacent extraluminal structures.

Segmentation
Segmentation is the process of selecting data to be included in a 3D image. Applying volume rendering or SSD to an entire scan volume often results in structures obscuring the object of interest. Segmentation allows some portions of the image to be selectively included or excluded using a variety of techniques. This process requires recognition of the tissue to be selected as well as delineation of precise spatial boundaries between tissues to be included and excluded (50).

Both tissue recognition and delineation can be performed automatically or with human assistance (65). Automated segmentation programs, which involve placement of a “seed” then expansion of the region to be included or excluded using threshold-based algorithms, continue to improve and can rapidly remove the bones or isolate vascular structures. Because optimal segmentation may not be achieved with automated programs alone, several other basic forms of segmentation are available.

Region-of-Interest Editing
Region-of-interest editing is the most basic method of segmentation. A region of interest is removed by manually drawing a rectangular, elliptical, or other shape from within the data set using a sort of virtual scalpel to “cut” the defined region (Fig 22) (16). The delineated region is extruded through the volume along a linear path. Conversely, a region of interest can also be selected to be included in the image while all other data are excluded. Early programs required removal of objects on each axial image, while current software allows removal of objects from either two-dimensional or 3D images.
Because each data component of a volume-rendered image is assigned an opacity value, a threshold may be selected to determine the minimum opacity that is displayed. All data with values below the threshold are omitted from the image (Fig 23). Opacity thresholds have long been available as a method of segmentation to facilitate removal of background structures in CT and MR angiography. This concept is particularly useful when applied to volume rendering of large tissue volumes. More soft-tissue structures can be added to...
the image by lowering the threshold. In addition to the threshold value, the curve that defines the rate of change in opacity assignment can be shaped to serve different purposes. Although linear curves are used most often, the curve can be adjusted to simulate a binary process such as SSD or to include only soft tissues while excluding air and bone.

**Conclusions**

The preceding examples are intended to clarify basic terminology used in some of the advanced 3D CT applications available today. Rapid progress in technology has not been matched by progress in physician and technologist education and training. Miscommunication and confusion may result in frustration and ineffective use of modern CT technology and postprocessing software. Designing examination protocols that optimize data quality and radiation dose to the patient requires familiarity with the concepts of beam and section collimation as they apply to multi–detector row CT. A basic understanding of the time-limited nature of projection data and the need for thin-section axial reconstruction for 3D applications is necessary to use the available data effectively in clinical practice.

We have reached a time, foreseen by some (23), when volumetric data can be archived for each CT examination, allowing exploration of the data with a variety of rendering techniques during initial interpretation or at a later date. Just as radiologists must understand the principles and pitfalls of ultrasonography to accurately interpret sonographic examinations and supervise sonographers, volumetric CT imaging requires an educated radiologist. Appreciation of the strengths
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**Figure 23.** Use of an opacity threshold for segmentation, as shown on a full field of view 3D volume-rendered image of the chest and abdomen. (a) A low opacity threshold allows the skin to obscure the abdominal contents. A vertical row of shirt buttons is seen in the midline. (b–d) Progressively increasing the opacity threshold excludes first low-opacity soft tissues (skin, fat) (b) then high-opacity soft tissues (muscle, bowel wall) (c) while contrast-enhanced organs and vessels remain (d). (e) Eventually only the most opaque objects (bone, calcium, excreted contrast material) remain.
and weaknesses of available rendering techniques is essential to appropriate clinical application and is likely to become increasingly important as networked 3D capability can be used to integrate real-time rendering into routine image interpretation. Finally, educated technology users are better able to demand convenient and efficient forms of segmentation and image presentation, a demand that can be a driving force behind technology development.
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