Images of the inside of the human body can be obtained non-invasively using tomographic acquisition and processing techniques. In particular, these techniques are commonly used to obtain images of a \( \gamma \)-emitter distribution after its administration in the human body. The reconstructed images are obtained given a set of their projections, acquired using rotating gamma cameras. A general overview of analytic and iterative methods of reconstruction in SPECT is presented with a special focus on filter backprojection (FBP), conjugate gradient, maximum likelihood expectation maximization, and maximum a posteriori expectation maximization algorithms. The FBP algorithm is faster than iterative algorithms, with the latter providing a framework for accurately modeling the emission and detection processes.
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The basic principle of nuclear medicine imaging is the following: a \( \gamma \)-emitter–labeled pharmaceutical is administered to a subject and an external device, the gamma camera, detects the radioactivity stemming from the body, from 1 or several angles of views. The image obtained at 1 angle of view is the projection of the 3-dimensional (3D) distribution onto the 2-dimensional (2D) detector plane. Because of the projection operation, no information regarding the depth at which disintegrations occur is available; moreover, activities stemming from separate structures may overlap each other on the detector plane, and the contrast may be low. With only 1 projection image, it is impossible to determine the activity distribution because an infinite number of distributions can yield the same projection. It is as difficult as to find 2 values knowing only their sum. However, the overlap observed in the projections depends on the relative positions of the detector and of the structures inside the body. So, more information about the relative positions can be obtained by acquiring projections over a large number of angles of view around the subject. The basic idea of SPECT is to obtain, as accurately as possible, an image of the \( \gamma \)-emitter distribution in any slice of the body, using projections of this image acquired by a rotating gamma camera from several angles of view.

Although many different algorithms for SPECT exist (1), this article presents the basics of the more widely used algorithms: filtered backprojection (FBP), conjugate gradient (CG), maximum likelihood expectation maximization (MLEM), and maximum a posteriori expectation maximization (MAPEM) algorithms. It is not an exhaustive presentation of reconstruction algorithms and, in particular, it does not deal with the 2D Fourier reconstruction (2,3), the algorithms using linograms (4,5), Chebyshev polynomials (6), nonlinear backprojection (7), or those used when projections are acquired with a pinhole collimator (8). We shall not specifically address the reconstruction with fanbeam collimators, because in this case the projection data are usually rebinned to yield parallel projections (9) and, hence, the same reconstruction algorithm can be used for both sets of projections. Also, physical phenomena such as attenuation, scattering, and so forth are not under consideration here. Presentations of image reconstruction, without mathematics, can be read before reading this article (10,11). The appendices at the end of this article contain some important equations, very useful to better understand the principles described in the body of the text. In-depth, mathematic presentations of principles of CT can be found (1,12,13).

**PRESENTATION**

The 3D dataset of \( \gamma \)-emitter distribution is obtained in SPECT by piling up many slices usually reconstructed independently. For this reason, we will consider in the following the reconstruction of 1 slice only. Data acquisition is schematically illustrated in Figure 1. The detector rotates around the object of interest and allows one to observe the pattern of \( \gamma \)-emission in the field of view for many angles. We define \( g(s, \theta) \) as the number of scintillations detected at any location \( s \) along the detector when the detector head is at an angular position \( \theta \). We also define the quantity \( f(x, y) \) as the estimated number of photons emitted at any point \((x, y)\) of the transverse slice in the field of view. This unknown quantity is assumed to...
be proportional to the tracer concentration we are interested in. The function $g$ is the projection of $f$ onto the crystal as allowed by the collimator. This means that $g(s, \theta)$ is the sum of the radioactive counts recorded in any time interval at point $s$ when the detector is at angle $\theta$. The collimator defines the kind of projection (e.g., an orthogonal projection for parallel collimators) and determines the direction of the incident photon for any scintillation in the crystal. The difficulty is that photons emitted at different depths, but along the same direction, can potentially produce scintillations at the same location in the crystal; thus, the distance between the emission site and the scintillation site is unfortunately unknown. As a consequence, the amount of information brought by only 1 projection is insufficient to obtain an image of the tracer distribution in the organ of interest, because a large number of radioactive distributions can generate the same pattern in a single projection. Fortunately, the number of possible solutions can be reduced in acquiring projections for many distinct angular positions of the detector. Moreover, as the number of projections increases, the possible solutions are increasingly alike.

At the end of the acquisition process, each point of the detector, for each angular position, contains the number of

**FIGURE 1.** Principle of tomographic acquisition and geometric considerations. At each angle, data are projection of radioactivity distribution onto detector. Note that location of any scintillation onto crystal allows one to find out direction of incident photon (dashed line) but not to know distance between detector and emission site of photon.

**FIGURE 2.** (Left) Shepp–Logan phantom slice ($256 \times 256$ pixels). (Right) Corresponding sinogram, with 256 pixels per row and 256 angles equally spaced between 0° and 359°. Each row of sinogram is projection of slice at given angular position of detector.
scintillations, or counts. A common representation for the projection data \( g \) corresponding to a slice is the sinogram (Fig. 2). A sinogram is a 2D image, in which the horizontal axis represents the count location on the detector, and the vertical axis corresponds to the angular position of the detector. The corresponding number of counts is assigned to each point of the sinogram. The problem is: Given a sinogram \( g \), what is the distribution of radioactivity \( f \) in the slice of interest? We shall first describe the projection process when a parallel collimator is used and then see how an estimate of the activity distribution in the slice can be found using the FBP, CG, MLEM, and MAPEM algorithms.

**PROJECTION OPERATOR**

**Geometric Considerations**

The collimator allows only photons whose direction is parallel to the axis of its holes to be potentially detected. For each detector angle \( \theta \), and for each location \( s \) on the detector, this direction is defined by a line \( D' \) whose equation is (Appendix 1):

\[
s = x \cos \theta + y \sin \theta.
\]

Eq. 1

Let us first consider the projection operation, giving the number of counts detected in any point of the detector line \( g(s, \theta) \) as a function of the number of counts \( f(x, y) \) emitted in any point of the field of view (here, we consider the ideal case, without noise, attenuation, scattering, numerical approximations, and so forth).

**Radon Transform**

Mathematically, the projection operator can be defined by the Radon transform (13,14). The Radon transform \( g(s, \theta) \) of a function \( f(x, y) \) is the line integral of the values of \( f(x, y) \) along the line inclined at an angle \( \theta \) from the \( x \)-axis at a distance \( s \) from the origin:

\[
g(s, \theta) = \int_{-\infty}^{+\infty} f(s \cos \theta - u \sin \theta, s \sin \theta + u \cos \theta) du.
\]

Eq. 2

Because an integral is basically a sum of values, the value \( g(s, \theta) \) is the sum of the values \( f(x, y) \) along \( D' \). For this reason, \( g(s, \theta) \) is called a ray-sum. The variable \( u \) defines the location of the points to be summed (the points along \( D' \)).

Because computers can only deal with a finite number of elements in the detector and in the field of view, \( g(s, \theta) \) and \( f(x, y) \) are in practice functions of discrete variables—that is, the variables \( s, \theta, x, \) and \( y \) have a finite number of possible values. In this presentation, the elements of the slice are the pixels, and each point of measurement on the detector, for each projection angle, is called a bin. So the number of bins equals the number of points of measurement multiplied by the number of angles. Figure 3 presents an example of a discrete projection for a 3 \( \times \) 3 image at 2 angles. The result is a sinogram with 2 rows (corresponding to 2 projection angles) and 3 columns (corresponding to 3 points of measurements on the detector), so there are 6 bins.

From a mathematical point of view, the sets of values in the sinogram and the reconstructed slice can be considered as matrices or vectors. A matrix is a set of values organized in rows and columns; a vector is a set of values in 1 column. Readers unfamiliar with matrices should pay special attention to the easy concept of matrix product defined in Appendix 2, because it is a fundamental tool to understand image reconstruction. In Table 1 is listed the notation we will use throughout this presentation.

In the following, we will consider the sinogram and the slice as 2 vectors; the vectors are formed by stacking the rows of the matrices. In these vectors, the location of a bin is known by its index \( i \) and the location of a pixel by its index \( j \). It can be shown that the vector \( g \) is the matrix product of matrix \( A \) and vector \( f \) (Appendix 3). The value \( g_i \) of any bin is a weighted sum of the \( m \) pixel values in the image:

\[
g_i = a_{i1}f_1 + a_{i2}f_2 + \ldots + a_{im}f_m = \sum_{j=1}^{m} a_{ij}f_j.
\]

Eq. 3
This is the discrete formula for the projection operation, and the essential point here is that the discrete projection operation can be defined as a matrix product. This product can be concisely written as \( g = Af \), where \( A \) is called the forward projection operator (the adjective “forward” is usually omitted). In other words, the projection operation allows one to find the sinogram given the slice. An element of the matrix \( A \) is located in this matrix according to its row and its column. For example, the element \( a_{ij} \) is located at the \( i \)th row and \( j \)th column of the matrix. The point here is that any \( a_{ij} \) can be seen as a weighting factor representing the contribution of pixel \( j \) to the number of counts detected in bin \( i \), or as the probability that a photon emitted from pixel \( j \) is detected in bin \( i \). The use of zeros or ones in the matrix \( A \) can be interpreted as the binary choice “a given pixel contributes or does not contribute to the number of counts detected in any bin.” However, to get a more realistic model, we want to be able to modulate this contribution. To do so, the \( a_{ij} \)s may not necessarily equal to 0 or 1 but can be any real values between 0 and 1. As we shall see below, the correct determination of the \( a_{ij} \)s is important because the iterative algorithms use the projection operation. The values are carefully chosen to take into account the geometry of acquisition and, more precisely, the fact that a variable fraction of a pixel contributes to the counts detected in a given bin, depending on their relative positions and the angle of acquisition. Moreover, the camera response (that especially depends on the collimator) and physical phenomena such as attenuation and scatter can be efficiently modeled by choosing the appropriate values for the \( a_{ij} \)s. The capability to account for physical phenomena and for a nonideal imaging system is one of the advantages of iterative approaches compared with the FBP method.

Theoretically, direct methods exist to solve the system \( g = Af \). A method called direct inversion consists in the determination of the invert of \( A \), noted \( A^{-1} \), because \( f = A^{-1}g \). This method has several flaws: (a) It is computationally intensive for current computers, even for 64 × 64 images; (b) \( A^{-1} \) may not exist; (c) \( A^{-1} \) may be not unique; (d) \( A^{-1} \) may be ill-conditioned—i.e., small changes in the data \( g \) may produce large differences in the result \( f \)—for example, when \( g \) is noisy.

Unfortunately, in practice, the matrix \( A \) is ill-conditioned, because of the noise in the projections. Thus, the direct methods are not widely employed. We shall present now the algorithms commonly used in SPECT: the FBP, CG, MLEM, and MAPEM algorithms.

### TABLE 1

Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g )</td>
<td>Vector of projection data</td>
</tr>
<tr>
<td>( f )</td>
<td>Vector of image data</td>
</tr>
<tr>
<td>( A )</td>
<td>Matrix such that ( g = Af )</td>
</tr>
<tr>
<td>( a_{ij} )</td>
<td>Value of element located at ( i )th row and ( j )th column of matrix ( A )</td>
</tr>
<tr>
<td>( i )</td>
<td>Projection subscript</td>
</tr>
<tr>
<td>( j )</td>
<td>Pixel subscript</td>
</tr>
<tr>
<td>( g_i )</td>
<td>Number of counts in ( i )th bin of a projection dataset</td>
</tr>
<tr>
<td>( g_i^d )</td>
<td>Mean value of ( g_i ), assuming ( g_i ) is a Poisson random variable</td>
</tr>
<tr>
<td>( f_j )</td>
<td>Number of disintegrations in ( j )th pixel of a slice</td>
</tr>
<tr>
<td>( f_j^d )</td>
<td>Mean value of ( f_j ), assuming ( f_j ) is a Poisson random variable</td>
</tr>
<tr>
<td>( m )</td>
<td>Number of bins</td>
</tr>
<tr>
<td>( n )</td>
<td>Number of pixels</td>
</tr>
</tbody>
</table>

### FIGURE 4

(Left) Principle of backprojection for one 2 × 3 sinogram. Value in each pixel is sum of values of bins that, given angle of detector, can receive photons from that pixel and is divided by number of rows of sinogram. (Right) Example: \( f_1 = \frac{g_3 + g_4}{2} = \frac{7 + 6}{2} = 6.5 \). Compare this slice with that of Figure 3, and note that after 1 projection and 1 backprojection, initial slice is not retrieved.

Backprojection represents the accumulation of the ray-sums of all the rays that pass through any point \( M(x, y) \). Remember that for a given point \( M \) and for a given projection angle \( \theta, s \) is given by Equation 1. Applying backprojection to projection data is called the summation algorithm. In ideal conditions (in particular, without attenuation), the projections acquired at angles between \( \pi \) radians (180°) and \( 2\pi \) radians (360°) do not provide new information, because...
they are only the symmetric of the projections acquired at angles between 0 and \(\pi\). This is why the orbit can be here limited to \(\pi\) radians. This redundancy of information is illustrated in Figure 2, where the lower half of the sinogram is identical to the upper half after symmetry along the vertical axis (inverting the left and the right).

Replacing the integral in Equation 4 by a sum, the implementation for a discrete backprojection is given by:

\[
b(x, y) = \sum_{k=1}^{p} g(s_k, \theta_k)\Delta\theta, \tag{5}
\]

where \(p\) is the number of projections acquired over \(\pi\) radians, \(\theta_k\) is the \(k\)th angular position of the detector, \(s_k\) is the location along the detector, and \(\Delta\theta\) is the angular step between 2 successive projections (\(\Delta\theta = \pi/p\)). In the following, for sake of simplicity, we will use \(1/p\) as the angular step and will ignore the factor \(\pi\). Equation 5 can be interpreted as follows: The goal is to find \(b(x, y)\), the result of the backprojection at point \(M(x, y)\). For each angle \(\theta_k\), using Equation 1, find the location \(s_k\) (on the detector) that is the projection location of point \(M(x, y)\). Add the value \(g(s_k, \theta_k)\) to the current value of point \(M(x, y)\) (initial value should be 0). Repeat this process for all angles, and divide the sum by the number of projection angles. A simplified example of backprojection can be seen in Figure 4. Distinct images can yield the same projection(s), but only for a limited set of angles; if 2 images are distinct, then one can find 1 or more angles at which their projections are different (Fig. 5). An infinite number of projections is theoretically required to perfectly reconstruct an object. When the number of projections is small relative to the matrix size, a particular artifact may be visible: the star (or streak) artifact. An illustration of this artifact is presented Figure 6. It can be reduced by increasing the number of acquired projections, or by interpolation (15).

The contribution of a given pixel to a given bin is variable, because it depends on their relative positions and the angle of acquisition. This has to be taken into account during the backprojection. At least 3 practical solutions exist: With the ray-driven method (16), the value in each bin (i.e., the ray-sum) is added to the image at pixels the ray goes through, but the addition is weighted according to the ray length in each pixel (Fig. 7A). With the pixel-driven approach, the projection site of the center of each pixel is calculated; the ray-sum value at this particular projection site is determined by interpolation using the values in the closest bins (Fig. 7B). A third approach is implemented in 3 steps: A line of the sinogram is replicated into the columns of a matrix (i.e., the line is backprojected). Then, this matrix is rotated about the center of rotation of the imaging system.
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**Figure 5.** Example of 2 distinct images that can yield same projection at angle 0. This illustrates the fact that when number of projections is insufficient, solution (i.e., slice that yields projections) may be not unique.

![Figure 6](image6.png)

**Figure 6.** Illustration of star (or streak) artifact. (A) Slice used to create projections. (B–G) 1, 3, 4, 16, 32, and 64 projections equally distributed over 360° are used to reconstruct slice using backprojection algorithm. Activity in reconstructed image is not located exclusively in original source location, but part of it is also present along each line of backprojection. As number of projections increases, star artifact decreases.
Finally, this matrix is added to the matrix of the image under reconstruction (17).

The main point of this part is that the backprojection operation is not the inverse of the projection operation. This means that applying backprojection to the ray-sums \( g(s, \theta) \) does not yield \( f(x, y) \) but a blurred \( f(x, y) \) (Figs. 8 and 9). This problem is due to the fact that during the backprojection process, each bin value is attributed to all pixels that project onto that bin and not only to the pixel(s) the activity is coming from (because the source location is unknown). In the following, we shall see how to reduce this blur.

**Backprojection Filtering and FBP**

It is important to understand the concept of spatial frequency to apprehend the role of filtering in image reconstruction. The frequencies of an image are similar to the frequencies of a sound. A high frequency in a sound is heard when its amplitude varies quickly over a given period. A high frequency in an image is seen when its amplitude in any direction varies quickly over a given distance (and that is why the frequencies in an image are called spatial frequencies). A checkerboard with 4 large squares or with 64 small squares is an example of an image with low or high spatial frequencies, respectively. Any image will usually include several frequencies, when there are large and small objects in it. Using a mathematic tool called the Fourier transform, an image can be split up in several components, each corresponding to a given frequency. For sake of simplicity, we shall consider here only 2 components, the low-
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and high-frequency components. If we add the 2 components, we will get the original image back. Let us now imagine that the image is rebuilt by adding the 2 components, but suppose that, before the addition, we change the relative weights of the 2 components: For example, we may divide the low-frequency component by a factor of 5 to decrease the blur that is typically present in the low-frequency components. Thus, the image has been filtered to reduce the amplitude of the low-frequency component (the same way as you reduce the bass of your hi-fi using its graphic equalizer), and the result is an image in which the edges are better defined (Fig. 10). Coming back to our problem of image reconstruction, a first solution to decrease the blur is to backproject the projection dataset (using the summation algorithm) and then to filter the result: This is the backprojection filtering (BPF) algorithm. In practice, the image is split up in a large number of frequency components, and a filter defines the weight assigned to each of the components.

With the more commonly used FBP algorithm, the order of filtering and backprojection is reversed: Each line of the sinogram is filtered first, and the filtered projections are backprojected (18). This is mathematically expressed as:

\[ f(x, y) = \int_0^\pi \hat{g}(s, \theta) d\theta, \]  

Eq. 6

where \( \hat{g}(s, \theta) \) is \( g(s, \theta) \) filtered with the ramp filter, which gives a weight proportional to its frequency to each of the components. Notice that with this approach, the amplitude of the low-frequency components is reduced in the sinogram, row by row, before the backprojection. The action of filtering in FBP can be understood as follows: After filtering, the projections may contain negative values; the blur is reduced because negative and positive values cancel each other in the vicinity of the edges of the image, so that the edges are sharpened (19) (Fig. 11). Therefore, in the reconstructed image the high-frequency components corresponding to the sharp edges in the image are enhanced, but...
unfortunately much of the image noise is present at these frequencies. This problem can be partially solved by replacing the ramp filter with a filter that also reduces the weight of the highest-frequency components (Fig. 12). As always, there are trade-offs involved; the reduction in noise comes at the cost of a loss of spatial resolution. More details on image filtering in nuclear medicine can be found elsewhere (18–20).

ITERATIVE RECONSTRUCTION METHODS

General Concept of Iterative Methods

We are interested in finding a vector \( f \) that is a solution of \( g = Af \). The principle of the iterative algorithms is to find a solution by successive estimates. The projections corresponding to the current estimate are compared with the measured projections. The result of the comparison is used to modify the current estimate, thereby creating a new estimate. The algorithms differ in the way the measured and estimated projections are compared and the kind of correction applied to the current estimate. The process is initiated by arbitrarily creating a first estimate—for example, a uniform image initialized to 0 or 1 (depending on whether the correction is carried out under the form of an addition or a multiplication).

For illustration purpose, we shall start with the additive form of the algebraic reconstruction technique (ART) as an example of iterative algorithm (21). The iterative process is given by:

\[
\begin{align*}
\mathbf{f}^{(k+1)}_j &= \mathbf{f}^{(k)}_j + \frac{1}{N} \sum_{j=1}^{N} \mathbf{g}_i - \sum_{j=1}^{N} \mathbf{f}^{(k)}_j, \\
\text{Eq. 7}
\end{align*}
\]
where \( f_j^{(k)} \) and \( f_j^{(k+1)} \) are the current and the new estimates, respectively; \( N \) is the number of pixels along ray \( i \); \( \sum_{j=1}^{N} f_j^{(k)} \) is the sum of counts in the \( N \) pixels along ray \( i \), for the \( k \)th iteration; and \( g_i \) is the measured number of counts for ray \( i \).

Observing Equation 7, we see that (a) the new estimate is found by adding a correction term to the current estimate and (b) the comparison method consists in the subtraction of the estimated projections from the measured projections.

Notice that when the projections of the current estimate are close to the measured projections, the correction factor is close to zero. This algorithm is applied to a \( 2 \times 2 \) image (Fig. 13). The solution is found by successively applying the Equation 6 to the measured projections. The algorithms described below work basically the same way.

In the following, the CG algorithm (18,22) and the MLEM algorithm (23–27) are discussed. Both are optimization methods—that is, they find the best estimate for the solution fitting a given criterion; in the CG algorithm, the criterion is the minimization of the difference between \( g \) and \( Af \), whereas in the MLEM algorithm, the criterion is the maximization of the likelihood of the reconstructed image.

**Gradient and CG Algorithms**

Let us imagine that we have a huge number of images. For each of these images, we compute their projections, and we compare these projections to the measured projections by computing their difference. For some images, this difference is large, for other images, it is small. So, if we plot this difference as a function of the values in the images, we can visualize the plot as a mountainous terrain. The visualization is easier if we first assume that an image has only 2 pixels, because in this case, we can create a 3D plot, where the 2 horizontal axes are used to indicate the value of each pixel, and the vertical axis is used to plot the difference. However, the reasoning still holds for a larger number of pixels in the images, although the visualization is much
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**FIGURE 13.** How ART algorithm works. (A) Problem is to find values of 4 pixels given values in 6 bins. (B) ART algorithm: Difference between estimated and measured projections is computed and divided by number of pixels in given direction. Result is added to current estimate. (C) First step: Project initial estimate (zeros) in vertical direction, apply ART algorithm, and update pixel values. Repeat this process for oblique (D) and horizontal (E) rays. (F) Solution is obtained after 1 full iteration. However, with larger images, more iterations are typically required.
more difficult because the number of dimensions of the plot is equal to the number of pixels in the images. The difference is minimal at the point of the lowest altitude. Our goal is to find the location of that point, because the coordinates of that point are the pixel values of the solution image. In the following, we present a method to find this point.

Actually, computing the difference for thousands of images would be a tedious and lengthy process. Again, we use the analogy with the mountainous terrain to devise a more efficient method: Basically, from a starting point on the mountain, we look for a point of lower altitude, we jump to this point, and this process is repeated until the point with the lowest altitude is reached. The problem is to optimize the direction and the length of the steps, so that the lowest point is reached in a minimal number of steps. Let us imagine the contours—that is, the curved lines joining the points with the same altitude. The gradient lines are curved lines perpendicular to the contours and along which the slope is constant. The more intuitive way to find, as quickly as possible, the point with the lowest altitude is to follow the steepest descent, whose direction is the opposite to the gradient. So, from an arbitrary location, we step in that direction, and the step length can be optimally chosen so that we stop before we are about to ascend (when the direction is parallel to a contour). Then, the gradient found for the new location indicates the new direction to follow, the new step length is found, and the process is repeated until the lowest location is found (22) (Fig. 14). This algorithm is called the gradient algorithm, or steepest-descent algorithm.

Mathematically, this algorithm iteratively searches for \( f \) using the equation:

\[
f^{(k+1)} = f^{(k)} + \alpha^{(k)} p^{(k)}, \tag{8}
\]

This means that the new estimate \( f^{(k+1)} \) is equal to the previous estimate \( f^{(k)} \) plus a vector \( p^{(k)} \) indicating the new direction (chosen to be opposite to the local gradient, and therefore directed toward the steepest descent), weighted by a coefficient \( \alpha^{(k)} \) representing the step length. This coefficient can be chosen to optimize the convergence of the process.

However, the direction given by the gradient method is only locally the best, and the gradient algorithm is not very efficient (i.e., a large number of iterations is usually required). The more efficient conjugate gradient algorithm is basically identical, but it uses a different vector \( p^{(k)} \). In this case, the direction of descent is not opposite to the gradient at the current location, but opposite to a combination of this gradient with the gradient found at the previous location. In both gradient and CG algorithms, the correction is additive (each new estimate is found by adding a quantity to the current estimate). Notice that these algorithms may generate negative values in the reconstructed image.

In theory, the conjugate gradient algorithm applied to \( g = Af \) converges in a number of iterations equal to the number \( m \) of equations of the system (i.e., the number of pixels here). Actually, because of rounding errors in the determination of the conjugate directions, the solution is not reached in \( m \) iterations. However, it can be shown that the convergence rate of reconstruction (reflected by the number of iterations required to reach a given estimate of the solution) can be increased by using \( C^{-1} g = C^{-1} Af \) instead of \( g = Af \), where \( C^{-1} \) is a matrix judiciously chosen. In this case, \( A \) is said to be preconditioned (28,29).

**MLEM Algorithm**

Again, one wants to solve \( g = Af \), where \( g \) is the vector of values in the sinogram, \( A \) is a given matrix, and \( f \) is the unknown vector of pixel values in the image to be reconstructed. Measurements are subject to variations due to the Poisson probabilistic phenomena of the radioactive disintegrations. As a consequence, a dataset \( g \) corresponds to a
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particular measurement; when the probabilistic phenomena are not taken into account, \( f \) is the particular solution corresponding to that particular measurement \( g \). The goal of the MLEM algorithm is to find a “general” solution as the best estimate for \( f \): the mean number of radioactive disintegrations \( f \) in the image that can produce the sinogram \( g \) with the highest likelihood (23–27). This can be done using the Poisson law that allows one to predict the probability of a realized number of detected counts, given the mean number of disintegrations. Thus, each iteration of the algorithm is divided in 2 steps: in the expectation step (E step), the formula expressing the likelihood of any reconstructed image given the measured data is formed, and in the maximization step (M step), the image that has the greatest likelihood to give the measured data is found (26).

This leads to the MLEM algorithm as described by Lange and Carson (24) (Appendix 4):

\[
\tilde{f}^{(k+1)}_j = \frac{\sum^n_{i=1} \sum^m_{j=1} g_i a_{ij} \tilde{f}^{(k)}_{ij}}{\sum^n_{i=1} \sum^m_{j=1} a_{ij} \tilde{f}^{(k)}_{ij}}
\]

Eq. 9

The first image \( \tilde{f}^{(0)} \) can be a uniform disk enclosed in the field of view (30) or an image obtained by FBP (in this case the negative values, if any, must be set to zero or some small positive value). Notice that because the first image is positive (negative values do not make sense) and because each new value is found by multiplying the current value by a positive factor, any \( \tilde{f}^{(k)} \) cannot have negative values and that any values set initially to zero will remain zero.

The EM algorithm can be seen as a set of successive projections/backprojections (31): The factor \( g_i / (\sum^n_{j=1} a_{ij} \tilde{f}^{(k)}_{ij}) \) is the ratio of the measured number of counts to the current estimate of the mean number of counts in bin \( i \). \( \sum^n_{j=1} (g_i / \sum^n_{j=1} a_{ij} \tilde{f}^{(k)}_{ij}) a_{ij} \) is the backprojection of this ratio for pixel \( j \). Equation 9, which is to be applied pixel by pixel, can be extended to the whole image and interpreted as:

\[
\text{Image}^{(k+1)} = \text{Image}^{(k)} \times \text{Normalized Backprojection of}
\]

\[
\text{Measured projections} \quad \text{Projections of image}^{(k)}
\]

Eq. 10

In other words, at each iteration \( k \), a current estimate of the image is available. Using a system model (which may include attenuation and blur), it is possible to simulate what projections of this current estimate should look like. The measured projections are then compared with simulated projections of the current estimate, and the ratio between these simulated and measured projections is used to modify the current estimate to produce an updated (and hopefully more accurate) estimate, which becomes iteration \( k + 1 \). This process is then repeated many times. The MLEM algorithm converges slowly and may require 50–200 iterations.

The ordered-subsets expectation maximization (OSEM) has been proposed by Hudson and Larkin (32) to accelerate the reconstruction process using the MLEM algorithm. With this method, the set of projections is divided into subsets (or blocks). For example, if there were 64 projections (acquired at 64 angles about the patient), they might be divided as into 16 subsets as follows, each containing 4 images:

- Subset 1: Projections 1, 17, 33, 49
- Subset 2: Projections 2, 18, 34, 50
- ...  
- Subset 16: Projections 16, 32, 48, 64.

It is useful for each subset to contain projections equally distributed about the patient, to help promote convergence of the algorithm. The MLEM is then applied to each subset in turn, as a subiteration. The first full iteration is complete when all subsets have been processed. Use of 16 subsets in OSEM, as in this example, would accelerate convergence by nearly a factor of 16 compared with standard MLEM and thus considerably shorten the computing time needed for reconstruction.

Maximum A Posteriori (MAP) Algorithms

Actually, the reconstructed images obtained using the MLEM algorithm tend to become noisy as the number of iterations increases, because noisy reconstructed images may yield projections that are very close to the measured noisy projections. Thus, the criterion “estimated projections have to be as close as possible to measured projections” is not the best criterion to obtain subjectively high-quality images. A better criterion may be “(a) estimated projections have to be as close as possible to measured projections AND (b) the reconstructed images have to be not too noisy.”

The introduction of a prior knowledge as a constraint that may favor convergence of the EM process is called regularization. The prior, based on an assumption of what the true image is, is usually chosen to penalize the noisy images. The goal is now to find \( \tilde{f} \) so that the requirements (a) and (b) above are simultaneously maximized (Appendix 5). The maximization leads to an iterative scheme called the one-step-late (OSL) algorithm, described by Green (31):

\[
\tilde{f}^{(k+1)}_j = \frac{\sum^n_{i=1} \sum^m_{j=1} g_i a_{ij} \tilde{f}^{(k)}_{ij}}{\sum^n_{i=1} \sum^m_{j=1} a_{ij} \tilde{f}^{(k)}_{ij}}
\]

Eq. 11

where \( \beta \) is a value chosen to modulate the importance of the prior. This modified EM algorithm is called the MAPEM algorithm using the OSL approach.

To understand how the MAPEM algorithm favors smooth images, we shall use as an example the quadratic prior (33). The energy function \( U \) in this case is defined as:

\[
\frac{\partial}{\partial \hat{f}^{(k)}_j} U(\hat{f}^{(k)}_j) = \sum_{b \in N_j} w_{jb}(\hat{f}^{(k)}_j - f^{(k)}_j)
\]

Eq. 12

where \( N_j \) is a set of pixels in the neighborhood of pixel \( j \).
Observe that the only difference between the MLEM and MAPEM algorithms resides in the additional term $\frac{f_{i}^{(0)}}{\Sigma_{j=1}^{n} a_{ij}}$ in the denominator (compare Eqs. 9 and 11); if all pixels in the neighborhood of pixel $j$ have the same value (i.e., the image in this neighborhood is smooth), then $\frac{f_{i}^{(0)}}{\Sigma_{j=1}^{n} a_{ij}} = 0$ and the new value is the same as when the MLEM algorithm is used. If the value for pixel $j$ is in average higher than its neighbors, then the derivative of the energy function is positive. Then, the denominator is larger than $\Sigma_{i=1}^{n} a_{ji}$, and the new value $f_{j}^{(k+1)}$ is forced to be lower than it would be if the MLEM would be used. On the contrary, if the value for pixel $j$ is in average lower than its neighbors, the denominator is lower than $\Sigma_{i=1}^{n} a_{ij}$, and the new value $f_{j}^{(k+1)}$ is forced to be higher than it would be if the MLEM were used.

A first remark is that the denominator can be negative, and, in this case, the new pixel value may become negative, which does not make sense when this value is a number of photons. Negative values can be avoided by keeping the weight of the prior $\beta$ low enough or using an algorithm that avoids the OSL trick—for example, the interior point algorithm of Byrne (34) or the algorithm using surrogate functions of De Pierro (35).

Second, the quadratic prior forces the image to be smooth on the edges too, and this leads to a blurring of the image. To overcome this problem, many other priors have been proposed. When information about the edges is not available (for example, from anatomic images), the basic assumption is that if the difference between pixel values in the potential function is very high, then one considers that it is

$$\beta(\partial f_{i}^{(0)}) U(f_{i}^{(0)}) = 0$$

and the new value $f_{j}^{(k+1)}$ is forced to be lower than it would be if the MLEM were used. On the contrary, if the value for pixel $j$ is in average lower than its neighbors, the denominator is lower than $\Sigma_{i=1}^{n} a_{ij}$, and the new value $f_{j}^{(k+1)}$ is forced to be higher than it would be if the MLEM were used.

A first remark is that the denominator can be negative, and, in this case, the new pixel value may become negative, which does not make sense when this value is a number of photons. Negative values can be avoided by keeping the weight of the prior $\beta$ low enough or using an algorithm that avoids the OSL trick—for example, the interior point algorithm of Byrne (34) or the algorithm using surrogate functions of De Pierro (35).

Second, the quadratic prior forces the image to be smooth on the edges too, and this leads to a blurring of the image. To overcome this problem, many other priors have been proposed. When information about the edges is not available (for example, from anatomic images), the basic assumption is that if the difference between pixel values in the potential function is very high, then one considers that it is

$$\beta(\partial f_{i}^{(0)}) U(f_{i}^{(0)}) = 0$$

and the new value $f_{j}^{(k+1)}$ is forced to be lower than it would be if the MLEM were used. On the contrary, if the value for pixel $j$ is in average lower than its neighbors, the denominator is lower than $\Sigma_{i=1}^{n} a_{ij}$, and the new value $f_{j}^{(k+1)}$ is forced to be higher than it would be if the MLEM were used.

A first remark is that the denominator can be negative, and, in this case, the new pixel value may become negative, which does not make sense when this value is a number of photons. Negative values can be avoided by keeping the weight of the prior $\beta$ low enough or using an algorithm that avoids the OSL trick—for example, the interior point algorithm of Byrne (34) or the algorithm using surrogate functions of De Pierro (35).

Second, the quadratic prior forces the image to be smooth on the edges too, and this leads to a blurring of the image. To overcome this problem, many other priors have been proposed. When information about the edges is not available (for example, from anatomic images), the basic assumption is that if the difference between pixel values in the potential function is very high, then one considers that it is

$$\beta(\partial f_{i}^{(0)}) U(f_{i}^{(0)}) = 0$$

and the new value $f_{j}^{(k+1)}$ is forced to be lower than it would be if the MLEM were used. On the contrary, if the value for pixel $j$ is in average lower than its neighbors, the denominator is lower than $\Sigma_{i=1}^{n} a_{ij}$, and the new value $f_{j}^{(k+1)}$ is forced to be higher than it would be if the MLEM were used.

A first remark is that the denominator can be negative, and, in this case, the new pixel value may become negative, which does not make sense when this value is a number of photons. Negative values can be avoided by keeping the weight of the prior $\beta$ low enough or using an algorithm that avoids the OSL trick—for example, the interior point algorithm of Byrne (34) or the algorithm using surrogate functions of De Pierro (35).

Second, the quadratic prior forces the image to be smooth on the edges too, and this leads to a blurring of the image. To overcome this problem, many other priors have been proposed. When information about the edges is not available (for example, from anatomic images), the basic assumption is that if the difference between pixel values in the potential function is very high, then one considers that it is

$$\beta(\partial f_{i}^{(0)}) U(f_{i}^{(0)}) = 0$$

and the new value $f_{j}^{(k+1)}$ is forced to be lower than it would be if the MLEM were used. On the contrary, if the value for pixel $j$ is in average lower than its neighbors, the denominator is lower than $\Sigma_{i=1}^{n} a_{ij}$, and the new value $f_{j}^{(k+1)}$ is forced to be higher than it would be if the MLEM were used.
APPENDIX 2

Let us consider 2 matrices $B(n, m)$ (i.e., with $n$ rows and $m$ columns) and $C(m, l)$. The matrix product of $B$ and $C$ is the matrix $D$ such that the value of any element $d_{ij}$ (at the intersection of the $i$th row and $j$th column) of $D$ is $d_{ij} = b_{i1}c_{1j} + b_{i2}c_{2j} + \cdots + b_{im}c_{mj} = \sum_{k=1}^{m} b_{ik}c_{kj}$.

Example: if $B = \begin{bmatrix} 1 & 2 \\ 3 & 4 \\ 5 & 6 \end{bmatrix}$ and $C = \begin{bmatrix} 7 & 8 \\ 9 & 10 \end{bmatrix}$, then $D = BC = \begin{bmatrix} (1 \times 7) + (2 \times 9) & (1 \times 8) + (2 \times 10) \\ (3 \times 7) + (4 \times 9) & (3 \times 8) + (4 \times 10) \\ (5 \times 7) + (6 \times 9) & (5 \times 8) + (6 \times 10) \end{bmatrix}$

$= \begin{bmatrix} 25 & 28 \\ 57 & 64 \\ 89 & 100 \end{bmatrix}$.

APPENDIX 3

In the example presented in Figure 3, we have the following relationships between values in the slice and in the sinogram:

\[
\begin{align*}
g_1 &= f_3 + f_6 + f_9 \\
g_2 &= f_2 + f_5 + f_8 \\
g_3 &= f_1 + f_4 + f_7 \\
g_4 &= f_1 + f_2 + f_3 \\
g_5 &= f_4 + f_5 + f_6 \\
g_6 &= f_7 + f_8 + f_9
\end{align*}
\]

Eq. A3.1

This set of equations can be equivalently expressed as a matrix product:
The number of rows and columns of $A$ equals the number of pixels and bins, respectively. The values in matrix $A$ are appropriately chosen so that, using the definition of matrix product (Appendix 2), it can be verified that the product of $A$ by $f$ yields $g_1, g_2 \ldots g_6$ as presented in Equation A3.1.

**APPENDIX 4**

The following is a simplified description of the MLEM algorithm as presented by Shepp and Vardi (23) and by Lange and Carson (24). In these works, the numbers of both the emitted and the detected disintegrations are assumed to be Poisson random variables.

Let us consider $f_j$, the mean number of disintegrations in pixel $j$, and the element $a_{ij}$ of the matrix $A$, the probability that bin $i$ detects a photon emitted from pixel $j$. The mean number of photons emitted from pixel $j$ and detected by bin $i$ is $a_{ij}f_j$. The mean number of photons $g_i$ detected by bin $i$ is the sum of the mean numbers of photons emitted from each pixel:

$$
\bar{g}_i = \sum_{j=1}^{m} a_{ij}f_j. \quad \text{Eq. A4.1}
$$

It can be shown that the number of photons emitted from the $m$ pixels and detected by bin $i$ is a Poisson variable. Thus, the probability of detecting $g$ photons is given by:

$$
P(g_i) = \frac{e^{-\bar{g}_i} \bar{g}_i^g}{g!}. \quad \text{Eq. A4.2}
$$

where $!$ denotes the factorial operator defined for any positive integer $n$ as $n! = n \times (n-1) \times \ldots \times 1$, and $0! = 1$.

For example, if the mean number of photons detected in bin $i$ is $\bar{g}_i = 3$, then the probability to detect zero, 1, or 5 photons is, respectively, $P(0) = (e^{-3})/0! \approx 0.0495$, $P(1) = (e^{-3^2})/1! \approx 0.149$, and $P(5) = (e^{-3})/5! \approx 0.0101$. The maximal probability is reached when the number of counts is equal to the mean number $P(g_i = \bar{g}_i)$; here $P(3) = (e^{-3^2})/3! \approx 0.224$.

The $i$ Poisson variables are independent, and the conditional probability $P(g_i | f)$ of observing the vector $g$ when the emission map is $f$ is the product of the individual probabilities $P(g_i)$. The likelihood function $L(f)$ is given by:

$$
L(f) = P(g_i | f) = P(g_1)P(g_2) \ldots P(g_6) = \prod_{i=1}^{n} P(g_i),
$$

$$
= \prod_{i=1}^{n} \frac{e^{-\bar{g}_i} \bar{g}_i^g}{g_i!}. \quad \text{Eq. A4.3}
$$

The highest value for the likelihood $L(f)$ is found by computing its derivative. To maximize the expectation, one usually considers $l(f) = \ln (L(f))$, where $\ln$ denotes the natural logarithm. Remembering that for any non-null, positive real values $x_1, x_2 \ldots x_n$ we have:

1. $\ln (x_1x_2 \ldots x_n) = \ln (x_1) + \ln (x_2) + \ldots + \ln (x_n)$,
2. $\ln (e^{x_i}) = x_i$,
3. $\ln (1/x_i) = -\ln (x_i)$.

Equation A4.3 becomes:

$$
l(f) = \sum_{i=1}^{n} (-\bar{g}_i + g_i \ln (\bar{g}_i) - \ln (g_i!)), \quad \text{Eq. A4.4}
$$

and using Equation A4.1 to introduce $\bar{g}_i$, we obtain:

$$
l(f) = \sum_{i=1}^{n} (-\sum_{j=1}^{m} a_{ij}f_j + g_i \ln (\sum_{j=1}^{m} a_{ij}f_j) - \ln (g_i!)). \quad \text{Eq. A4.5}
$$

This equation, called the likelihood function, is of fundamental importance in the MLEM algorithm, because it allows one to calculate the probability to observe a projection dataset for any mean image $f$. Obviously, we want the image that has the highest probability to yield $g$, so the essential point here is that the vector $f$ for which $l(f)$ is maximal is considered as the best estimate for the solution.

It can be shown that $l(f)$ has 1 and only 1 maximum (26). This maximum is found when the derivative of $l(f)$ is zero:

$$
\frac{\partial l(f)}{\partial f_j} = -\sum_{i=1}^{n} a_{ij} + \sum_{i=1}^{n} \frac{g_i}{\sum_{j=1}^{m} a_{ij}f_j} a_{ij} = 0. \quad \text{Eq. A4.6}
$$

One can also write:

$$
\bar{f}_j \frac{\partial l(f)}{\partial f_j} = -\bar{f}_j \sum_{i=1}^{n} a_{ij} + \bar{f}_j \sum_{i=1}^{n} \frac{g_i}{\sum_{j=1}^{m} a_{ij}f_j} a_{ij} = 0. \quad \text{Eq. A4.7}
$$
that is
\[ f_j = \frac{\tilde{f}_j}{n} \sum_{i=1}^{n} \frac{g_i}{m} - a_{ij}. \quad \text{Eq. A4.8} \]

This leads to the iterative scheme of the MLEM algorithm as described by Lange and Carson (24):
\[ \tilde{f}_j^{(k+1)} = \frac{\tilde{f}_j^{(k)}}{n} \sum_{i=1}^{n} \frac{g_i}{m} - a_{ij}. \quad \text{Eq. A4.9} \]

APPENDIX 5

The prior knowledge of what the reconstructed image should be is introduced in the EM algorithm using Bayes’ theorem. It states that:

\[ P(\tilde{f}|g) = \frac{P(g|\tilde{f})P(\tilde{f})}{P(g)}, \quad \text{Eq. A5.1} \]

where \( P(g|\tilde{f}) \) is the likelihood function as defined in Equation A4.3. \( P(\tilde{f}) \) is the prior function, defines the a priori knowledge of the image; \( P(g) \) is the a priori probability distribution of the measurements; \( P(\tilde{f}|g) \) is the a posteriori probability distribution of the image.

Taking the logarithm of both sides of Equation A5.1 yields:

\[ \ln P(\tilde{f}|g) = \ln P(g|\tilde{f}) + \ln P(\tilde{f}) - \ln P(g). \quad \text{Eq. A5.2} \]

A common Bayesian prior to enforce local smoothness is the Gibbs prior, with \( P(\tilde{f}) = Ce^{-\beta U(\tilde{f})} \), where \( U \) is an energy function of \( \tilde{f} \), \( \beta \) is the weight of the prior, and \( C \) is a normalizing constant. Using Equation A4.1, we obtain:

\[ \ln P(\tilde{f}|g) = \sum_{i=1}^{n} \left( -\sum_{j=1}^{m} a_{ij}\tilde{f}_j + g_i \ln \left( \sum_{j=1}^{m} a_{ij}\tilde{f}_j \right) - \ln \left( g_i \right) \right) \]
\[ - \beta U(\tilde{f}) + K, \quad \text{Eq. A5.3} \]

where \( K = \ln C - \ln P(g) \) is a constant independent of \( \tilde{f} \).

Again, the derivative of \( P(\tilde{f}|g) \) is used to find the image \( \tilde{f} \) maximizing \( P(\tilde{f}|g) \):

\[ \frac{\partial \ln P(\tilde{f}|g)}{\partial \tilde{f}_j} = \]
\[ -\sum_{i=1}^{n} a_{ij} + \sum_{i=1}^{n} \frac{g_i}{m} a_{ij} - \beta \frac{\partial}{\partial \tilde{f}_j} U(\tilde{f}_j). \quad \text{Eq. A5.4} \]

The OSL algorithm uses the current image when calculating the energy. With this simplification, \( U(\tilde{f}_j) \) is replaced by \( U(\tilde{f}_j) \) in Equation A5.4.
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