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Abstract. The measurement of the volatility is key in financial markets. This is true not only because decisions are made in an environment of uncertainty, but because sometimes the volatility element overpowers all the remaining aspects in the decision process. Huge movements in the prices of the assets (volatility) can lead to huge losses and also huge gains. There are models to establish the fair prices for certain kind of assets, in that the only parameter that is not directly observable is the parameter characterizing the volatility. However, it is well established in the literature that the evolution of the volatility can be forecasted. Several parametric models have been proposed for modeling the volatility evolution, for example, the Autoregressive Conditional Heteroscedastic (ARCH) and the Stochastic Volatility model (SV). Nowadays, we live in a “Big Data” world, and even for non-professionals of financial markets, it is possible to record data obtained at every second. Recently, measures of volatility have been developed using intraday data, for example, the measure of realized volatility. One of the main aspects to consider is that intraday data and measures of realized volatility are associated with unequal time-spaced observations. In this paper, we compare the forecasts of the volatility evolution using intradaily observations and daily observations, and by trying to conciliate both kind of forecasts, for the data obtained from US and European stock markets, we find out that the use of measures of realized volatility represent an important improvement in volatility forecasting, that can be added to the more well established models that are used in this context, ARCH and SV models.
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1 Introduction

The volatility is a highly studied subject in financial econometrics and a measure essential to decision agents acting in financial markets. As a measure of risk is used in different situations and enters in many models helping decision agents to take more rational decisions. Since the 80s (Engle 1982, Bollerslev 1986, Taylor 1986), the amount of research in this area is overwhelming.

Econometric models need data, and recently this is an abundant resource. The models have to be redefined to keep up the pace with these new developments. After a more parametric analysis of the volatility, at the end of the 90s, new developments have appeared. Some are more model-free developments, and one of the most important in this area is the development of realized volatility measures (Andersen and Bollerslev 1997, Andersen et al. 1999, 2001, 2003, 2005, 2011, Gonçalves and Meddahi 2009, Hansen and Lunde 2006). New developments have been considered, some recent research has been trying to establish a link between the realized volatility measure and the stochastic volatility models (Takahashi et al. 2009, Koopman and Scharth 2012). Our aim is to verify if the computations of realized volatility are compatible with forecasted volatility through the stochastic volatility model.

An empirical fact is that the volatility presents some degree of forecastability. Most of the studies have considered the ARCH family of models. The first results indicated that ARCH-type models would provide a very poor forecast of the volatility. This was due to the interpretation of the GARCH model as an ARMA on the squared returns. A step forward is to assume that the GARCH models do not define forecasts for the squared returns, but for another measure of volatility, in this case the integrated volatility.

The integrated volatility and correspondent estimator the realized volatility are quantities defined through the interpretation of the evolution of asset prices in a continuous framework. In this setting, a more natural link is given through a discrete-time stochastic volatility model, which is considered as the discrete version of the continuous model that considers the usual diffusion process associated with prices coupled with a subordinated process for the evolution of the volatility.
The novelty of this paper is to use volatility forecasts obtained from the stochastic volatility model which are compared to the realized volatility measure. Comparisons were already made using ARCH-type of forecasts, but in this case the forecasts are based on particle filter algorithms associated with the SV models, and the algorithms are robust to outliers commonly found in financial time series. Ultra-high-frequency data with individual US and European stocks are used to make the necessary comparisons. The article is organized as follows. In Section 2 we review some main results associated with the evolution of stock prices as a continuous stochastic process and the link with measures of volatility and related models. In Section 3 we introduce our version of the particle filter algorithm used to forecast the volatility for daily returns. In Section 4 we consider an empirical demonstration where the algorithms and the measures associated with the volatility evolution are compared. In Section 5 we present some conclusions.

2 Prices and volatility evolution

A standard model establishes that $P(t)$, the price path, is the solution of the differential equation $dP(t) = \mu(t)P(t)dt + \sigma(t)P(t)dW(t)$, where $\mu(t)$ is a mean evolution function, the $\sigma^2(t)$ a variance evolution function and $W(t)$ the standard Brownian motion. From this representation a measure of interest is the integrated volatility

$$IV_t = \int_0^t \sigma^2(s)ds.$$  \hspace{1cm} (1)

If the evolution of the price respects the price diffusion equation, for a period of length $t$, the volatility associated with the return for the same period is given by (1). As this quantity is unobservable, estimators have to be defined to estimate it. The simplest and most known is the realized volatility.

For $y_t$, the return at $t$, that represents the return associated with one period (a day), consider the partition $0 < t_1 < t_2 < \ldots < t_n < 1$, intraday returns are given by $y_i = p_t - p_{t_{i-1}}, i = 1, \ldots, n$, where $p_t$ is the log-price at $t$. The realized volatility is given by the sum of
the squares of the intraday returns,

\[ RV_t = \sum_{i=1}^{n} y_{i,t}^2. \]  

(2)

This can be used as an estimator to the integrated volatility and research has been conducted trying to establish when \( RV_t \) is a consistent estimator to \( IV_t \). The statistical properties of the estimator \( RV_t \) to the quantity \( IV_t \) were thoroughly analyzed in Barndorff-Nielsen and Shephard (2002), Barndorff-Nielsen and Shephard (2004), Zhang et al. (2005) and Hansen and Lunde (2006).

2.1 Stochastic volatility

Considering the evolution of the volatility that also follows a stochastic process, this can be connected with the stochastic process for the prices

\[
\begin{align*}
    dP(t) &= \mu(t) P(t) dt + \sigma(t) P(t) dW(t) \\
    d\log(\sigma^2(t)) &= \beta \log(\sigma^2(t)) + \sigma_\eta dZ(t)
\end{align*}
\]

where \( Z(t) \) is a Brownian motion independent from \( W(t) \). For daily observations a discretization of this process assumes the form of a nonlinear state-space model characterized by

\[
\begin{align*}
    y_t &= \exp \left( \frac{\alpha_t}{2} \right) \varepsilon_t \\
    \alpha_{t+1} &= \mu + \phi(\alpha_t - \mu) + \sigma_\eta \eta_{t+1}
\end{align*}
\]

where \( (\varepsilon_t, \eta_{t+1}) \) follow a bivariate normal distribution \( N(0, I_2) \), and a set of parameters \( \theta = (\mu, \phi, \sigma_\eta) \). Another important component of the model is the vector of states \( \alpha = (\alpha_1, \ldots, \alpha_n) \). This kind of formulation first appeared in Taylor (1986). The states define the daily evolution of the volatility. They vary over time in a stochastic manner and are governed by an AR(1) process. With a Bayesian approach and MCMC techniques the distribution for the parameters and for states are approximated (Jacquier et al. 1994, Shephard and Pitt 1997, Kim et al. 1998, Chib et al. 2002, Jacquier et al. 2004, Omori et al. 2007).
Here the aim is to define volatility forecasts. It is assumed that the parameters are known. More realistically, the parameters are estimated using a sample prior to the period associated with the forecasts. The volatility forecasts are defined through the predictive distribution associated with the states, with density \( f(\alpha_{t+1}|y_{1:t}) \), where \( y_{1:t} = (y_1, \ldots, y_t) \) is a set of available data until \( t \). Assuming a quadratic loss function the forecasts are defined as

\[
\sigma_{t+1|t}^2 = E(\exp(\alpha_{t+1})|y_{1:t}).
\] (3)

As in this environment the posterior distributions of interest are not assuming an easy-to-calculate form, which would also allow the definition of the moments easily, numerical procedures have to be considered as a way of approximating the aforementioned distributions.

3 Particle filter and volatility forecasts

State-space models first have appeared in engineering, signal processing and object tracking, and lately have been introduced in other fields like biology, medicine (medical imaging), and also in economics. When the needed distributions have to be redefined with the new information that arrives, with distributions that are intractable in an analytical manner, their redefinition often becomes a very demanding computational task. Different techniques and algorithms have been considered. One approach used to approximate sequentially the filter distributions belongs to a broad family of algorithms known as Sequential Monte Carlo (SMC), where the importance sampling (IS) plays a central role.

3.1 Sequential Monte Carlo

Considering a state-space model, different from the linear gaussian state-space model, assuming that the parameters are known or have been estimated previously, and the model can be characterized by two equations, system and measurement equations, the aim is to approximate the difficult-to-compute density \( f(\alpha_{1:t}|y_{1:t}) \) for \( t = 1, \ldots, n \), where \( \alpha_{1:t} = (\alpha_1, \ldots, t) \) and \( y_{1:t} = (y_1, \ldots, t) \). The initial state is assumed having a given density \( f(\alpha_0) \). The dimension of the problem
(density) is increasing as new information becomes available through $y_t$ for $t = 1, \ldots, n$.

For $t = n$ the density $f(\alpha_1:n|y_1:n)$ is known as the smoothing density, $f(\alpha_n|y_1:n)$ is the filter density, and a fixed lag smoothing density for $n - l$, $f(\alpha_{n-l}|y_1:n)$, with $0 < l < n$ can also be of interest. As new information arrives, with nowadays computational resources, approximate successively $f(\alpha_1:t|y_1:t)$, for $t = 1, \ldots, n$ using standard Monte Carlo simulation procedures is feasible.

With the SMC, the main idea is to explore the Markovian structure of the system equation. For a given $t$ we can approximate $f(\alpha_1:t|y_1:t)$ by sampling directly from the random vector $\alpha_1:t|y_1:t$, or assuming that we have an approximation at $t - 1$ to $f(\alpha_1:t-1|y_1:t-1)$ given by a set of particles and their respective weights, conditional on those particles an approximation to $f(\alpha_1:t|y_1:t)$ is defined by sampling from a density of dimension one. Some references can be found in Gordon et al. (1993), Carpenter et al. (1999), Pitt and Shephard (1999), Doucet et al. (2001), Pitt and Shephard (2001), Fearnhead and Clifford (2003), Cappé et al. (2004), Douc et al. (2009), Briers et al. (2010), Fearnhead et al. (2010), Li et al. (2015).

### 3.2 Stochastic volatility with particle filter

Considering a SMC with IS approach jointly with a resampling step, in a state-space context with sequential sampling, the aim is to update sequentially the filter distribution, i.e., approximate the density $f(\alpha_t|y_1:t)$. Using importance sampling an importance density is given by $g(\alpha_t) \propto f(y_t|\alpha_t)f(\alpha_t|\alpha_{t-1}, y_t)$, which in this case would be the best choice. This leads to importance weights with variance equal to zero. Usually it is not possible to sample from this density and the importance density $g(\alpha_t)$ is used to approximate the optimal one. There are some differences, which are corrected by the weights. If particles with equal weights are desired a resampling step is performed.

A seminal article associated with the SV model is due to Jacquier et al. (1994), not in context of filtering but the estimation of the parameters in the model. Nonetheless the algorithms were not very efficient, this article had an enormous impact on the research associated with the analysis of volatility using the SV model. Still in terms of
estimation of the model, within a Bayesian framework with MCMC, another major breakthrough was considered in Shephard and Pitt (1997), who proposed gaussian approximations to the distributions of the states instead of gamma as in Jacquier et al. (1994). Further developments using these results, still in the field of parameters estimation are found in Kim et al. (1998), Chib et al. (2002), Jacquier et al. (2004), Omori et al. (2007). When the aim is to define approximations to filter densities, Pitt and Shephard (1999) have considered the same kind of approximations. However, they were based on a first order Taylor approximation, which was shown by Smith and Santos (2006), that they were not robust when information contained in more extreme observations need to be considered. Smith and Santos (2006) considered a second order Taylor approximation for the likelihood which combined with the predictive density for the states leads to improvements in the particle filter algorithm. In the spirit of the auxiliary particle filter of Pitt and Shephard (1999), avoids the blind proposals as in the bootstrap filter of Gordon et al. (1993), takes into account the information of $y_t$, and by constituting a robust approximation of the target density avoids in some sense the degeneracy of the weights.

Here we develop the aforementioned results by using an even more robust approximation for the optimal importance density $g(\alpha_t) \propto f(y_t|\alpha_t) f(\alpha_t|\alpha_{t-1}, y_t)$. Considering the logarithm of $f(y_t|\alpha_t) f(\alpha_t|\alpha_{t-1})$

$$\ell(\alpha_t) \propto -\frac{\alpha_t}{2} - \frac{y_t^2}{2\exp(\alpha_t)} - \frac{(\alpha_t - \mu - \phi(\alpha_{t-1} - \mu))^2}{2\sigma_y^2},$$

this function is concave on $\alpha_t$, and considering the first and second order conditions to maximize the function in order to $\alpha_t$, the first derivative is equal to zero, $\ell'(\alpha_t) = 0$, and solving in order to $\alpha_t$ the solution is

$$\alpha_t^* = W\left(\frac{y_t^2 \sigma_y^2 e^{-\gamma}}{2}\right) + \gamma; \text{ with } \gamma = \mu(1 - \phi) + \phi\alpha_{t-1} - \frac{\sigma_y^2}{2},$$

where $W(\cdot)$ is the Lambert function. The second derivative is given by

$$\ell''(\alpha_t) = -\frac{2e^{\alpha_t} + \sigma_y^2 y_t^2}{2\sigma_y^2 e^{\alpha_t}}.$$
which is strictly negative for all $\alpha_t$, so $\alpha^*_t$ maximizes the function $\ell(\alpha_t)$, which defines the global maximum. By defining a second order Taylor expansion of $\ell(\alpha_t)$ around $\alpha^*_t$ the log-kernel of a gaussian density is obtained with mean $m_t = \alpha^*_t$ and variance

$$s^2_t = \frac{2\sigma_\eta^2 e^{m_t}}{2e^{m_t} + \sigma_\eta^2 y^2_t}.$$  

This gaussian density will constitute the importance density used to update the filter densities.

In the procedures implemented the estimates of interest were approximated using only particles with equal weights, which means that resampling steps are performed. Assuming that at $t-1$ we have a set of $N$ particles $\alpha_{t-1}^N = \{\alpha_{t-1,1}, \ldots, \alpha_{t-1,N}\}$ with associated equal weights $1/N$, which approximate the density $f(\alpha_{t-1}|y_{1:t-1})$, the algorithm proceeds as follows

1. Resample $N$ particles from $\alpha_{t-1}^N$, obtaining $\alpha_t^N = \{\alpha_{t,1}, \ldots, \alpha_{t,N}\}$.
2. For each element of the set, $\alpha_{t,i}$, $i = 1, \ldots, N$, sample a value from a normal distribution with mean and variance defined by (4) and (5), obtaining the set $\{\alpha_{t,1}^*, \ldots, \alpha_{t,N}^*\}$
3. Calculate the weights,

$$w_i = \frac{f(y_t|\alpha_{t,i}^*)f(\alpha_{t,i}^*|\alpha_{t-1,i})}{g(\alpha_{t,i}^*|m_t, s^2_t)}; \quad \pi_i = \frac{w_i}{\sum_{i=1}^N w_i}$$

4. Resample from the set $\{\alpha_{t,1}^*, \ldots, \alpha_{t,N}^*\}$ with the set of weights $\{\pi_1, \ldots, \pi_N\}$ obtaining a sample $\{\alpha_{t|1:t,1}, \ldots, \alpha_{t|1:t,N}\}$ where to each particle a weight of $1/N$ is associated.

For the one step-ahead volatility forecast, having the approximation to the density $f(\alpha_t|y_{1:t})$, due to the structure of the system equation in the SV model, AR(1) with gaussian noise, it is easy to sample from $f(\alpha_{t+1}|y_{1:t})$ and approximate the necessary measures. The main question is, can the density $f(\alpha_t|y_{1:t})$ be well approximated by the algorithm proposed?

### 4 An empirical demonstration

In this section a demonstration is presented using intraday data recorded for stocks in US and European markets for a period span-
ning more than one year. The forecasts for the volatility are compared with the realized volatility measure calculated using the intraday dataset. The forecasts are obtained using the GARCH model and a simple-to-use method like the EWMA advocated by RiskMetrics, and the aforementioned SV model, for which we presented a particle filter algorithm. This particle filter algorithm approximates the distributions of the states used in the definition of the forecasts for the volatilities. This kind of comparisons were made already in other contexts using ARCH-type of models. The origin of such comparisons is related to the doubts on the ability of these to forecast the volatility evolution. The GARCH as an ARMA on the squared returns defines the forecasts through the mean, which can be compared with the observables through the Mean Squared Error (MSE) or an equivalent measure. The other way is to establish a linear regression on the observables (squared returns) and the volatility forecasts and measure the goodness of the fit, for example, using a standard measure as is the $R^2$ in the context of a linear regression.

4.1 Data description

Data associated with ten stocks were obtained for each market. Due to space restrictions only the results of two in each market are presented. The data have all transactions (time, price and volume) for the period of January 31, 2014 to April 29, 2015. There are some missing data (days) due to recording problems, but a total of 252 days are considered, which makes that for each stock considered, around one million observations are available for analysis. Daily data were obtained from public available dataset in the site of Yahoo! Inc.. To obtain intraday data a software package was build in Objective C and used to record the data from the publicly available web pages at the site BATS Global Markets, Inc..

Using data associated with stocks, we consider observations unequally spaced in time, and each observation corresponds to an effective transaction with time of the transaction, price and volume. To demonstrate the results obtained, two stocks from the US market, Cisco Systems Inc. (CSCO) and Exxon Mobil Corporation (XOM) and two from the european markets, Bayer AG (BAYN) and Electricite de France SA (EDF) were considered. The aim is to test the
volatility forecasts and the algorithm proposed with the particle filter, but also check if some differences in volatility structure between US and Europe markets are found. In Table 1 are presented some of the main characteristics of the intraday data used in this article. For the four stocks considered, four series of intraday data were defined with prices, time between successive transactions, and volume traded. Each series contains around one million observations. Common patterns can be highlighted. The mean value of the volume for each transaction is related to the mean of the price. On the other hand, the mean of the time span in seconds between each transaction is around 5 seconds. For each stock there is an important number of simultaneous transactions, meaning time differences in seconds equal to zero, which must be taken into account, if some kind of duration model is included in the analysis. The probability of zero seconds between transactions is very significative.

4.2 Volatility forecasts and realized volatility measures

The volatility forecasts are defined through three models, first, the SV model using the particle filter to approximate the predictive density of the states, which define the forecasts. The second is a GARCH(1,1) without mean coefficient, from which, after estimating the parameters, the forecasts are defined as an affine combination on the squared returns and the respective variance. Finally, also a simple exponential moving average popularized by RiskMetrics. The weight attributed to the previous forecast is $\lambda = 0.96$. These forecasts are compared with the realized volatility measures which are calculated using the dataset described in the previous section.

<table>
<thead>
<tr>
<th>Stock</th>
<th>MPrice</th>
<th>MVolume</th>
<th>MTDS</th>
<th>NObs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSCO</td>
<td>25.97</td>
<td>275.97</td>
<td>4.93</td>
<td>1,175,834</td>
</tr>
<tr>
<td>XOM</td>
<td>93.15</td>
<td>103.65</td>
<td>5.49</td>
<td>1,068,629</td>
</tr>
<tr>
<td>BAYN</td>
<td>112.04</td>
<td>74.48</td>
<td>6.03</td>
<td>1,251,314</td>
</tr>
<tr>
<td>EDF</td>
<td>24.62</td>
<td>172.05</td>
<td>8.73</td>
<td>865,322</td>
</tr>
</tbody>
</table>
Theoretically the main measure of interest is the integrated volatility, which is unobservable, and the forecasts are compared with the realized volatility. This measure can still be highly variable, which makes difficult to evaluate how close are the forecasted volatilities from the integrated volatility. The results obtained are inconclusive in the sense that no model used to forecast the volatilities dominates the others in all cases. There are cases where the trivial-to-implement EWMA dominates the forecasts provided by the more elaborated models. Maybe a wise way to proceed is to combine the volatility forecasts from the different models to approximate better the realized volatility.

Before defining the forecasts, the parameters had to be estimated. The parameters of the GARCH(1,1) model characterized by the equations \( y_t = \sigma_t \varepsilon_t \) and \( \sigma_t^2 = \omega + \gamma_1 y_{t-1}^2 + \beta_1 \sigma_{t-1}^2 \) were estimated through the maximum likelihood method. The parameters for the SV model were estimated through the mean of the posterior distribution of the parameters using Bayesian methods and MCMC procedures in the approximation of the respective posterior distribution. In the estimation samples of daily returns from January 2, 2001 to December 31, 2013 were used, which constitutes around 3,300 daily observations. A summary of the estimation results are given in the Table 2.

**Table 2.** Estimation of the GARCH and SV model. Under the estimates for the GARCH is presented the Standard error and for the SV the standard deviation of the respective chain. For GARCH maximum likelihood estimation was used, and for SV, Bayesian estimation with MCMC.

<table>
<thead>
<tr>
<th>Estimation</th>
<th>( \omega )</th>
<th>( \gamma_1 )</th>
<th>( \beta_1 )</th>
<th>( \mu(1-\phi) )</th>
<th>( \phi )</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSCO</td>
<td>0.042</td>
<td>0.022</td>
<td>0.969</td>
<td>0.05</td>
<td>0.959</td>
<td>0.297</td>
</tr>
<tr>
<td></td>
<td>(0.0075)</td>
<td>(0.0027)</td>
<td>(0.0037)</td>
<td>(0.0110)</td>
<td>(0.0072)</td>
<td>(0.0252)</td>
</tr>
<tr>
<td>XOM</td>
<td>0.037</td>
<td>0.0798</td>
<td>0.902</td>
<td>0.009</td>
<td>0.978</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>(0.0085)</td>
<td>(0.0088)</td>
<td>(0.0109)</td>
<td>(0.0037)</td>
<td>(0.0044)</td>
<td>(0.0182)</td>
</tr>
<tr>
<td>BAYN</td>
<td>0.030</td>
<td>0.046</td>
<td>0.950</td>
<td>0.092</td>
<td>0.8979</td>
<td>0.544</td>
</tr>
<tr>
<td></td>
<td>(0.0076)</td>
<td>(0.0041)</td>
<td>(0.0045)</td>
<td>(0.0151)</td>
<td>(0.0119)</td>
<td>(0.0383)</td>
</tr>
<tr>
<td>EDF</td>
<td>0.068</td>
<td>0.0647</td>
<td>0.916</td>
<td>0.070</td>
<td>0.923</td>
<td>0.327</td>
</tr>
<tr>
<td></td>
<td>(0.0192)</td>
<td>(0.0099)</td>
<td>(0.0128)</td>
<td>(0.0202)</td>
<td>(0.0209)</td>
<td>(0.0523)</td>
</tr>
</tbody>
</table>

Using the estimated parameters in the respective models, one step-ahead forecasts for the variance of the returns are defined. Assuming that at \( t \) an estimate the variance is given by \( \hat{\sigma}_t^2 \), through the
information available until \( t \) a forecast is defined for \( t+1 \). With the EWMA the forecast is defined as \( \hat{\sigma}_{t+1|t}^2 = \lambda \hat{\sigma}_t + (1 - \lambda) y_t^2 \). For the GARCH the forecasts are defined as \( \hat{\sigma}_{t+1|t}^2 = \omega + \gamma_1 y_t^2 + \beta_1 \hat{\sigma}_t^2 \). For the SV model, assuming that a given approximation for the density \( f(\alpha_t|y_1:t) \) is available at \( t \), obtained using particle filter methods, simulated values are obtained from \( f(\alpha_{t+1}|y_1:t) \) and used to approximate \( E(\exp(\alpha_{t+1})|y_1:t) \). This constitutes the forecasted volatility through the SV model.

In Figure 1 is depicted the evolution of the realized volatility and respective forecasts obtained through the models considered in this article. Different paths for the realized volatility and respective forecasts are obtained, which results in different fits. It can be verified that if the aim is to forecast the realized volatility, no forecasting model dominates the others, and surprisingly, or maybe not, in certain cases the EWMA (no computational effort) gives very good results.
Table 3. Summary statistics for the fit of volatility forecasts to realized volatility. Three forecasting models were used, SV, EWMA and GARCH. The values for $R^2$ were obtained from the regression $\log RV_{t+1} = \beta_0 + \beta_1 \log \text{forecast}_{t+1} + \text{res}$. The Mean Square Error (MSE) on the log of the variables is also presented.

<table>
<thead>
<tr>
<th></th>
<th>CSCO</th>
<th>XOM</th>
<th>BAYN</th>
<th>EDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.199</td>
<td>0.334</td>
<td>0.108</td>
<td>0.108</td>
</tr>
<tr>
<td>MSE</td>
<td>0.590</td>
<td>0.400</td>
<td>0.423</td>
<td>0.345</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.098</td>
<td>0.356</td>
<td>0.131</td>
<td>0.131</td>
</tr>
<tr>
<td>MSE</td>
<td>0.361</td>
<td>0.331</td>
<td>0.239</td>
<td>0.340</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.044</td>
<td>0.410</td>
<td>0.150</td>
<td>0.150</td>
</tr>
<tr>
<td>MSE</td>
<td>0.777</td>
<td>0.348</td>
<td>0.249</td>
<td>0.338</td>
</tr>
</tbody>
</table>

Even using a model that presents great flexibility, as the SV model, and computational intensive methods to forecast the volatility, adequate forecasts for the volatility are not easy to define. In many cases more heuristic methods may present a reasonable power, namely when compared with the results of more elaborated models taking into account the computational complexity involving in calculating the forecasts with both kind of models. The values found for the $R^2$ are in line with what is found in the literature, but the main result is that with the different adjustments, which are illustrated in Figure 1 and Table 3, further research can be produced to combine forecasts of the different models to obtain a more clear picture for the evolution of the volatility.

5 Conclusion

Important information related to the evolution of the volatility of stock returns can be obtained using intraday data. One of the most used is the realized volatility measure. This measure is not so noisy when compared with the squared returns. Theoretically it constitutes an estimator of an unobservable measure of interest, the integrated volatility, but still it has associated an important level of noise, which makes the forecasting difficult to implement. Levels of fit commonly found in other settings when the aim is to forecast the evolution of the mean of a variable are not found in forecasting the volatilities. Even using a very flexible model like the SV model and computationally intensive methods, the forecast ability is still limited. More research is needed to define methods of combining the different sources of forecasts as a way of improving volatility forecasts.
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