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ASSESSMENT OF ERROR AND UNCERTAINTY
Assessing the positional uncertainties of geometric corrected remotely sensed imagery
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Abstract

A new methodology to evaluate and to visualize positional uncertainties that occur through the geometric correction process of remotely sensed imagery is successfully presented. Five different transformation methods are described. Results show that the best RMS error was obtained by 3D the projective modified model and the worst one was obtained by the 2D affine model. The 3D projective model and 3D projective modified one were very similar in performance. These results also point out the importance in choose a better transformation model in order to perform the geometric corrections in remote sensed data and emphasize the importance of select a number of Ground Control Points (GCP) spread all over the study area.

Keywords: Positional Accuracy, Error Propagation, Geometric Correction, Least Mean Square, visualizing uncertainty.

1 Introduction

High spatial resolution of orbital sensors provides greater facility on the collection of control points to perform the geometric correction of remotely sensed imagery. However, it is important to be careful and precise during the process of obtain these reference coordinates, because inherent errors to the reference coordinates, as well as the processes of obtain them, can propagate uncertainty to derived products. Therefore, in order to evaluate the quality of these geometrically corrected images, there is a need to involve techniques that put in evidence the positional uncertainty on explicit and spatial form.

Thus, the objective of this article is to evaluate and to visualize uncertainties that occur through the geometric correction process of remote sensing images and its effect into the final coordinates of geometrically corrected images. Moreover, it is also noticed that knowing the positional coordinates, and its uncertainties, allows the analyst to determine the potentialities and applications of the geometrically corrected image, related to the positional aspect.
2 Material and Methods

2.1 Study area and material

The study area is located in the southeast of Brazil, in the Minas Gerais State, at the Campus of the Federal University of Viçosa (Figure 1). The region has a dramatic landscape, with mountains all over the region.

![Figure 1. Study area location and a sample of the Quickbird image used.](image)

It was used a QuickBird image in order to carry out the experiments, with spatial and radiometric resolution of 0.60m and 11 bits respectively. It was also used the system ERDAS Imagine 8.3.1 version, for visual control points extractions and visualizations.

Three Ashtech Promark II GPS receivers were used to collect Ground Control Points (GCP) and the Trimble Geomatics Office 1.63 software was also used to process and adjust the coordinates.

It was collected 13 very well defined and distributed ground control points and their homologous on the Quickbird image. The ground control points have their location on the vicinities of VICO GPS reference station, which belongs to the Brazilian Geodesic Network of Continuous Monitoring (RBMC).

2.2 Methodology

The first step was the identification of control features, followed by the extraction of the coordinates in a Quickbird image and the determination of their homologous reference coordinates on the ground, using a GPS Receiver (Vieira et al., 2002).

A topographical polygon was implanted on the field, with many vertices. This polygon was linked to three known GPS points of the Brazilian National Grid, covering 1.5 km² inside the study area at the campus of the Federal University of Viçosa.

The polygon computation was carried out using the parametric model Least Mean Squares (LMS), method that provided the positional covariance for every polygon vertices (i.e., GCP). This process allowed to get known the positional uncertainties associated to all the used GCP, needed to perform the orbital image geometric correction (Baltsavis et al., 2001).

Using the reference coordinates and their homologous image extracted coordinates, the transformation parameters were calculated using two different transformation models: affine and projective as well their variants for two dimensions (2D) and three dimension (3D) transformations. Such procedure allows the association of a positional uncertainty of the corrected image as a function of the inherent uncertainties from the reference coordi-
nates. In addition, these uncertainties had been propagated, through the transformation parameters, to the rectified image coordinates (Fraser and Amakawa, 2004).

Transformation models are mathematical equations used to transform coordinates between projection systems. The affine and projective transformation models and their variants can be found in Vieira et al. (2008).

The determination of these parameters, for all the transformations models, used the parametric Least Mean Square (LMS) method, in which the observations (L_a) plus the observation residuals (V) must be equal to the function F(X_a) of the mathematical model used (Gemael, 1994), in relation to adjusted parameters:

\[ L_b + V = F(X_a) \] (1)

A stochastic model was set up based on variances of the observed screen coordinates (C_Lb). These variances were arbitrary chosen and all of them had the same standard deviations, as following:

\[ C_{Lb} = \text{diag} [ \sigma_c^2, \sigma_l^2, \ldots, \sigma_c^2, \sigma_l^2 ] \] (2)

This arbitrary procedure of choosing the variances a priori is utilized for the weights computations on the observations, which are recomputed due to a variance in the a posteriori adjustment, in order to adequate to the adjusted parameters.

After the computation of parameters and weight fitness, the variance-covariance matrix (VCM) of the observed values and of the adjusted parameters is computed, as follows:

\[ C_{\text{PAR}} = \hat{\sigma}_0^2 (A^T P A)^{-1} \] (3)

Using these adjusted parameters and the extracted image coordinates (C and L), it is possible to perform the transformation between systems through the inverse model and obtain the coordinates (X, Y and Z) for every image pixel in the geodesic system.

The precision of the adjustment model was performed using the RMS error analysis and the verification of the a posteriori sigma 0, which were evaluated through the \( X^2 \) statistical test, using a significance level of 0.05, for each transformation model. Thus, to perform these computations, it is necessary to multiply the a posteriori reference variance by the degrees of freedom and compare it with the tabulated value. If the computed value is inside the tabulated interval, the null hypothesis is accepted, implying that the a priori reference variance is statistically equal to the a posteriori reference variance.

The a posteriori adjustment variance was calculated by:

\[ \hat{\sigma}_0^2 = \frac{V^T P V}{GL} \] (4)

\[ P = \hat{\sigma}_0^2 C_{Lb}^{-1} \] (5)

where P is the observations residuals and GL is the degrees of freedom (the difference between the number of observations and the number of parameters).

After the acceptance of the precision test, the uncertainties of the transformation parameters and that of the reference coordinates were propagated into the geometrically corrected image and, then, RMS errors were generated for every image pixel. As the next step, a positional error map could be generated, using the individual RMS, in meters, for each pixel of the image.
3 Results

Table 1A presents the set of 13 coordinates, which were collected directly from the satellite image. It is observed that the collection error for each coordinate was assumed to be 0.5 pixels for every collected point and the altitudes were not collected.

Table 1. Image coordinates (A) and geodetic coordinates - UTM projection system (B).

<table>
<thead>
<tr>
<th>Points</th>
<th>C (pixel)</th>
<th>C error (pixel)</th>
<th>L (pixel)</th>
<th>L error (pixel)</th>
<th>h (pixel)</th>
<th>h error (pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>708</td>
<td>0.500</td>
<td>323</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>278</td>
<td>0.500</td>
<td>184</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>1719</td>
<td>0.500</td>
<td>1600</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>335</td>
<td>0.500</td>
<td>367</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>1043</td>
<td>0.500</td>
<td>87</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>1465</td>
<td>0.500</td>
<td>177</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>690</td>
<td>0.500</td>
<td>548</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>8</td>
<td>1227</td>
<td>0.500</td>
<td>207</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>9</td>
<td>1723</td>
<td>0.500</td>
<td>354</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>10</td>
<td>1446</td>
<td>0.500</td>
<td>510</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>11</td>
<td>369</td>
<td>0.500</td>
<td>1627</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>12</td>
<td>1588</td>
<td>0.500</td>
<td>871</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>13</td>
<td>1083</td>
<td>0.500</td>
<td>3378</td>
<td>0.500</td>
<td>0</td>
<td>0.000</td>
</tr>
</tbody>
</table>

\(C = \) Column, \(L = \) Line, \(h = \) altitude.

<table>
<thead>
<tr>
<th>Points</th>
<th>X (m)</th>
<th>X error (m)</th>
<th>Y (m)</th>
<th>Y error (m)</th>
<th>h (m)</th>
<th>h error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>72033</td>
<td>0.001</td>
<td>762278</td>
<td>0.001</td>
<td>650.988</td>
<td>0.002</td>
</tr>
<tr>
<td>2</td>
<td>72185</td>
<td>0.001</td>
<td>762060</td>
<td>0.001</td>
<td>647.328</td>
<td>0.003</td>
</tr>
<tr>
<td>3</td>
<td>72244</td>
<td>0.001</td>
<td>762224</td>
<td>0.001</td>
<td>658.216</td>
<td>0.003</td>
</tr>
<tr>
<td>4</td>
<td>72614</td>
<td>0.001</td>
<td>762652</td>
<td>0.001</td>
<td>647.328</td>
<td>0.003</td>
</tr>
<tr>
<td>5</td>
<td>72309</td>
<td>0.001</td>
<td>762659</td>
<td>0.001</td>
<td>654.516</td>
<td>0.004</td>
</tr>
<tr>
<td>6</td>
<td>72328</td>
<td>0.001</td>
<td>762453</td>
<td>0.001</td>
<td>658.216</td>
<td>0.002</td>
</tr>
<tr>
<td>7</td>
<td>72159</td>
<td>0.001</td>
<td>762834</td>
<td>0.001</td>
<td>651.266</td>
<td>0.001</td>
</tr>
<tr>
<td>8</td>
<td>72124</td>
<td>0.001</td>
<td>763640</td>
<td>0.001</td>
<td>709.744</td>
<td>0.002</td>
</tr>
<tr>
<td>9</td>
<td>72215</td>
<td>0.001</td>
<td>762866</td>
<td>0.001</td>
<td>677.387</td>
<td>0.023</td>
</tr>
<tr>
<td>10</td>
<td>72283</td>
<td>0.002</td>
<td>762872</td>
<td>0.002</td>
<td>665.269</td>
<td>0.005</td>
</tr>
<tr>
<td>11</td>
<td>72163</td>
<td>0.002</td>
<td>762108</td>
<td>0.018</td>
<td>661.341</td>
<td>0.073</td>
</tr>
<tr>
<td>12</td>
<td>72366</td>
<td>0.001</td>
<td>762651</td>
<td>0.001</td>
<td>691.551</td>
<td>0.003</td>
</tr>
<tr>
<td>13</td>
<td>72356</td>
<td>0.001</td>
<td>762550</td>
<td>0.001</td>
<td>691.864</td>
<td>0.004</td>
</tr>
</tbody>
</table>

In addition, it was performed a field collection of homologous points, identified in the image, using GPS receivers. The data were processed using the RBMC VICO as the reference GPS station, with the results presented on the Table 1B.

The next step was to perform the observations adjustment using the Least Mean Square method for each transformation model and then to evaluate the precision of every model through the RMS error and the verification of the a posteriori sigma 0 analysis (Marotta and Vieira, 2005).

The global RMS error for each transformation model is presented in Figure 2A. It is shown that the best RMS error was obtained by the 3D projective modified model (0.55 pixels) and the worst one was obtained by the 2D affine model (2.09 pixels), as expected. The 3D projective model presented a very similar RMS error (0.60 pixels). These results point out the importance of choosing a better transformation model in order to perform the geometric corrections in remotely sensed data.

Figure 2. The RMS error (A) and a posteriori variances (B) behaviors for each transformation model using LMS adjustment.

Figure 2B shows a graph with the a posteriori variances behavior for each transformation model after the LMS adjustment. The results were very consistent with the RMS error analysis. Observing the results, it is possible to conclude that both the 3D projective and the 3D projective modified models obtained the best adjustment results (2.49 and 2.26, respectively), compared to the other ones. Moreover, it is observed that both models presented very similar values too.

Although these measures indicate the best and the worst transformation model to be used, they are non-spatial statistic measures. Therefore, they do not consider the positional aspect of the uncertainty. In order to spatially evaluate the uncertainty, it was pro-
posed a method in which the variances are propagated through the inverse transformation models to obtain the RMS errors, from residual, for every image pixel, bringing adjusted parameters uncertainty into the transformed coordinates.

The Figure 3 presents a positional error map for each transformation model. After the uncertainty process spacialization, it is possible to evaluate the areas where the positional accuracy is less precise than the others. The analyst could consider the possibility of control points densification in this area in order to improve the positional accuracy and to obtain a better transformation model adjustment.

Although the non-spatial statistic measures (RMS error and sigma \( a \) posteriori) pointed out the 3D projective modified model as the best one it is possible, through the propagation of the uncertainty, to conclude that the 3D projective model presented a better result.

**Figure 3.** The errors spacialization for each transformation model.
4 Conclusion

After the experiments, it is concluded that the best RMS error was obtained by the 3D projective modified model and the worst one was obtained by the 2D affine model. The 3D projective model and 3D projective modified were very similar in performance. These results point out the importance in choosing a better transformation model in order to perform the geometric corrections in remote sensed data. In addition it was shown that the uncertainties increase as the pixels get far away from the support polygon (i.e., GCP), which emphasizes the importance of selecting a number of GCPs that spread all over the study area. Moreover, using the proposed positional error map, it was possible to evaluate every observation, with its precisions, offering high confidence in the transformed image coordinates. It is also important to mention that the use of the variance propagation rules allowed to analyze the residual uncertainties of the transformation parameters, spatially, in the entire image. Research needs to be developed in order to verify the potential use of these tools for uncertainties visualization of geometrically corrected remotely sensed imagery. Considering the positional error map the 3D projective model presented a better transformation result.

Acknowledgments

The research conducted by Mr. Marotta was supported by the Brazilian Research Councils (Capes, CNPq e FAPESC) performed in collaboration with Civil Engineering Post-Graduation Program (UFV). We are grateful to PSA Research Group for permission to use their images. We would like to thank the Civil Engineering Department and Surveying Engineering Sector (UFV) for the use of their equipments and software.

References

Evaluation of classifications obtained from lossy compressed remote sensing images

Alaitz Zabala & Xavier Pons

Department of Geography, Universitat Autònoma de Barcelona. 08193 Cerdanyola del Vallès. Spain.
alaitz.zabala@uab.cat, xavier.pons@uab.cat

Abstract

The main aim of this paper is to quantitatively show the effects of several lossy compression techniques on the cartography resulting from remote sensing data, taking into account several image types, geographical scenarios, compression options and evaluations methods. Among the main contributions of the paper, we found that the effect of compression depends on the methodology used to obtain the cartography, on the compression standard employed and on the fragmentation of the study area. More fragmented areas cannot be compressed as much as less fragmented areas, especially if less efficient standards are used. JPEG 2000 obtains better results than the classic JPEG, especially if 3D JPEG 2000 is used. On the other hand, the paper concludes that different quality results can be obtained using several evaluations methods (e.g. independent test areas, ground-truth layer), thus the selection of an evaluation method is of prime importance.

Keywords: Classification, Segmentation, Lossy compression, JPEG, JPEG 2000.

1 Introduction

Remote Sensing (RS) images are used for many applications, including land cover mapping and analysis, disaster management, climate modelling and agricultural and forest management. Data are continually generated, and the amount of information we are acquiring is growing. This process clearly provides enormous application potential, but there is also an important handling problem and a growing need for compression formats that allow the volume of stored data to be decreased without significantly reducing the quality of images used in applications.

The new Spatial Data Infrastructures (SDI) paradigm developed over recent years promotes the establishment of web data services, usually in terms of the Open Geospatial Consortium proposals. These services require compression strategies in order to transfer images repetitively to environments with restricted bandwidth (especially in emergency situations in which mobile devices with low bandwidth are usually the only option). It is unavoidable to standardize data compression and transmission formats in SDI environments in order to achieve interoperability.

In the RS field, and in spite of the spectacular compression ratios reached, there has been little quantitative analysis on the implications of these compressions for classification. Indeed, previous research has generally focused on compression itself, and explored
modifications to compression techniques in order to improve them (Qian et al., 2005; Penna et al., 2007; Du and Fowler, 2007; Carvajal et al., 2008; Choi et al., 2008); however, only some of these studies regard the effect of compression on classification (Qian et al., 2005; Penna et al., 2007; Carvajal et al., 2008; Choi et al., 2008; Zabala and Pons, 2011a; Zabala and Pons, 2011b).

The main aim of this paper is to quantitatively show the effects of several lossy compression techniques on the thematic cartography resulting from RS images, taking into account several image types, geographical areas and compression options. Moreover, several evaluation methods are compared, in order to be aware of the prime importance of evaluation methodologies used. The paper summarizes results from other, more specific, studies so providing a valuable reference for a quantitative overview of the effects of lossy compression in different RS scenarios.

2 Methodology

2.1 Compression

JPEG 2000 and JPEG were considered in order to measure the effect of compression on the classification results. The compression algorithms used were the JPEG 2000 implementations of Kakadu and BOÍ, and the JPEGIMG module implemented in the MiraMon v.6 software based on the JPEG public libraries (hereafter JPG). JPEG2000 can be applied using its special features (i.e. multiple-component and the third dimension decorrelation transformation; hereafter J2Km) or in a JPEG-comparable approach (hereafter J2K).

In this paper, the compression ratio (CR) is computed as the ratio between the size of the original file and the size of the compressed file, and is expressed as, e.g., 10:1 for a file that is compressed to a tenth of the original file size.

2.2 Cartography generation

To obtain classifications from remote sensing images, several methods can be used. On this paper, several scenarios are studied to cover pixel by pixel and object-based classification methods.

a) Forest pixel-by-pixel classification

Two forested areas located in Catalonia (NE Spain) were selected: Garrotxa-Ripollès and Maresme-Vallès. The first area is less fragmented than the second one. Both zones were analyzed using four Landsat-7 (ETM+) and 5 (TM) images within 2002-2003, selected taking into account the annual vegetation dynamics to take advantage of the different spectral responses during the year. Additionally to images, other variables were used to improve classification accuracy: NDVI vegetation index, climatic variables and topographic slope.

In order to classify only the forest areas, a mask obtained from the Land Cover Map of Catalonia was applied over the original and the compressed/decompressed images. The classification method used is a hybrid classification that has been designed to improve the accuracy of these classifications (details in Serra et al., 2009) and that combines an unsupervised classifier and a supervised one.

b) Crops pixel-by-pixel classification

We chose two medium-sized zones located in two different agricultural regions in Catalonia: Segrià and Pla d’Urgell. The Segrià zone is richer in fruit trees and slightly
less fragmented. The Pla d’Urgell zone is richer in maize and somewhat more fragmented; it is a zone in which irrigated herbaceous crops and dry permanent crops predominate. Both zones were analyzed using five Landsat-5 (TM) images: 16-05-2004, 17-06-2004, 19-07-2004, 23-10-2004 and 08-11-2004. As in the previous case, images were masked as well as classified with a hybrid classifier.

c) Urban area object-based classification

In this scenario we used four RGB orthophotos and one Quickbird 4-band image (including near infrared, NIR, and RGB bands) to assess the effect of compression on object-based classifications. 3 of the orthophotos are located over Catalonia (Sant Cugat, Vallvidrera and Olot areas) and the other one over Navarre (N Spain: Zizur mayor area). Quickbird image used is the so called Boulder Standard, covering the western side of Boulder, Colorado (USA). All areas have a low density urban landscape. A multiresolution segmentation process was carried out using Definiens professional 5. The segmented image was then classified using a user-defined fuzzy classification.

2.3 Classification evaluation

The accuracy assessment of all classifications was computed by generating confusion matrices using ground-truth. The accuracy reports overall accuracy, describing the percentage of well classified pixels and the total amount of classified pixels, as well as the overall kappa index for each classification. User’s and producer’s accuracy for each class were also obtained.

It is very important for studies that assess compression effects (as well as for most land cover change studies) to be able to evaluate classifications with the highest possible reliability. The best option is to analyze the obtained maps with an “absolute” ground-truth layer (for example coming from a photointerpretation). This approach is not widely used (in fact, if there is a large and absolute ground truth layer, why would we need the result obtained by the classification process?) but it allows us to evaluate the appropriateness of the proposed methodology to be confident in applying it to other areas with similar characteristics. A second option is the use of independent test areas. This is a very common approach (e.g., Qian et al., 2005), because it employs independent information (not used on the classification) to test the results, and because it is not very time consuming. Finally, if we are evaluating the effects of compression on classification, we can use the original classification (over non compressed images) as ground truth. (e.g., Choi et al., 2008). This last approach has the advantage of a wide classified area (the full classification) and thus fewer problems appear especially with those categories covering a small area on the classification. On the other hand, the main drawback is that it does not consider that the original classification may have some errors and, thus, it is not able to evaluate the possible positive effects of compression in some circumstances (as found by Qian et al., 1997). By comparing the three evaluation approaches we can determine some recommendations on how classifications should be evaluated.

3 Results

This section evaluates the effect of lossy compression on image application, trying to define optimum compression ratios for each application. On the other hand, a comparison among several evaluation methods is presented.
Figure 1 shows the overall accuracy computed using independent test areas of classifications over forest areas, regarding compression ratio. Continuous line show results for the less fragmented areas, and dotted line the more fragmented one. JPEG and J2K results are depicted with a triangle and a square respectively. At low compression ratios, compression does not have a serious effect on the classification results. If the optimum compression level is exceeded, adverse effects appear on the classification accuracy. The inflection point is located at different CR depending on image fragmentation (more fragmented images accept less compression) and on the compression method (JPEG2000 obtains better results). In less fragmented zones, both JPG and J2K high compressions (CR 10:1 or CR 20:1) are possible. However, in fragmented zones it is not advisable to compress images using JPG, and when J2K is used, only medium compression is possible (CR 3.33:1 or CR 5:1).

![Figure 1](attachment:image1.png)

**Figure 1**: Overall accuracy computed using independent test areas over a pixel-by-pixel classification in forest areas.

Figure 2 shows the overall accuracy of classifications over forest areas, regarding compression ratio. This overall accuracy is computed using independent test areas (left) or using the classification over non compressed images (right) as ground truth. Continuous line show results for the less fragmented areas, and dotted line the more fragmented one. JPEG, J2K and J2Km results are depicted with a triangle, a square and a rhombus respectively. Optimum compression depends on image fragmentation and compression standard. If compression is applied over the less fragmented area, a compression ratio up to 20:1 (JPEG) or 100:1 (J2Km) can be used. If a more fragmented are is classified, the optimum compression is 10:1 for both compression standards.

![Figure 2](attachment:image2.png)

**Figure 2**: Overall accuracy computed using independent test areas (left) and the original classification (right) over a pixel-by-pixel classification in crop areas.

Regarding the differences among both evaluations methods, it is interesting to note that results of independent test areas are more variable with compression ratio than those based on the original classification. This is probably due to the fact that the area covered by test polygons is only a small proportion of the total area and, thus, results are less stable. Moreover, in some cases results of independent test areas are higher that those.
obtained with original images generally due to the lower salt and pepper effect present on images produced with compressed images.

Figure 3 shows the overall accuracy of classifications over urban areas, regarding compression ratio. This overall accuracy is computed using independent test areas (left) or using a photointerpretation (covering a quarter of each image) (right) as ground truth. In this case only J2K results are present, thus different lines and symbols depict several studied areas. Although for all uncompressed images similar overall accuracies were obtained (e.g., 69.40% in the case of Vallvidrera), in more fragmented areas the decrease in accuracy at the first compression level was more significant than in the less fragmented areas. Similar overall accuracies were obtained for classifications for less fragmented areas in the uncompressed and the first three compression levels (up to 20:1), and this decreases more significantly if more compression (40:1 or higher) is applied.

Although pointing to qualitatively similar conclusions, results obtained with an independent test areas are clearly more optimistic quantitatively than those obtained when the analysis uses a ground-truth layer. Assuming that the ground-truth layer is fully representative, this illustrates the importance of selecting the independent areas, and outlines the risk of not to succeed when trying to obtain a representative set of test polygons for all the study area. To avoid this risk, the size of the independent test areas used to test the image should be big enough to be representative. In other words, underestimating or overestimating the accuracy, and therefore obtaining unstable results, is a large risk when the effect of compression is evaluated.

![Figure 3: Overall accuracy computed using independent test areas (left) and a ground truth layer (right) over an object-based classification in urban areas.](image)

### 4 Conclusion

This paper researches how compression affects image classification (several image types, geographical scenarios and compression options), and how several methods to evaluate classification can reflect these effects on the classification.

We found that the effects of compression depend on the methodology used to obtain the cartography. If the objective is pixel-by-pixel classification of a multitemporal RS dataset, the appropriate compression depends on the main land cover (forest or crop areas) and on the area fragmentation. The JPEG 2000 compression ratio varies from 3.33:1 or 5:1 in the worst case (fragmented forest areas) to 100:1 (less fragmented crop areas). JPEG 2000 obtains better results than the classic JPEG, especially if a 3D compression is applied. If object-based classification using image segmentation is the mapping procedure, results show that when images are compressed up to a ratio of 20:1 (depending on the image fragmentation), the classification obtained is similar to the original classification.
On the other hand, the paper concludes that different quality results can be obtained using several evaluations methods. Generally, evaluation results obtained through a ground truth layer are the most solid and are those able to better explain the effects produced due to compression. The difficulty of having those maps usually bring scientist to use other approaches to evaluate compression effects. Among those, the use of independent test areas is the most common approach, but our results show that it can generate important quantitative discrepancies. The use of the original classification as ground truth can not reflect the benefits of compression in some situations. Therefore, in order to rigorously estimate the effects of compression, the selection of the ground truth has to be very accurate.
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Abstract

Maps of plumes are required to support decision making in nuclear and radiological emergencies. Such plumes can be modelled with atmospheric transport and dispersion models, but in operational situations the input parameters may not be known sufficiently therefore methods based on measurements may compose a useful complement. We compare contrasting mapping approaches: interpolation, fitting of a parametric trend, and simulations from uncertain parameters. This study is based on simulations. First we derive global properties from a training subset. Using this prior information, maps are produced from some extracted values and compared to the original data. The aim is to minimise absolute residuals and to improve delineation of affected areas. We discovered, that inverse distance weighted interpolation and kriging perform equally well to delineate threshold exceedance, and trend fitting can reduce absolute residuals, especially if few measurements are available.

Keywords: interpolation, trend fitting, plumes

1 Introduction

Maps of plumes are a fundamental tool for decision making in emergencies. The methods to obtain such maps use contrary information: physical models simulate the plume development, based on the wind field and the source term of the released materials, interpolation uses measurements of the resulting plume at several sensor locations. Thus the methods are not interchangeable, but rather complement each other. In this study we compare inverse distance weighted interpolation (IDW), ordinary kriging, fitting of a parametric trend, and simulation. The study area is the surroundings of a nuclear power plant, the potential source of radioactive plumes.

We built our research on a set of simulated plumes, which can be taken as realisations of a random field. These simulations are regarded as “reality”. For each of the methods, we first derive global properties, which can improve mapping, from some training plumes. These are optimal neighbourhood size for IDW, the subregional variogram for kriging, and the form and initial parameters of the trend. For simulation we perturb the parameters to account for incomplete knowledge. In the second step we make maps for the other plumes. We extract some “measured” values of these “real” plumes and turn
them into maps, employing the results of the first step. These maps are compared to the original ones to assess absolute residuals and delineation of areas above a given threshold (Figure 1).

![Diagram](image)

**Figure 1.** Workflow

### 2 Methods

This study was based on simulated plumes, made with the RIMPUFF dispersion model (Mikkelsen *et al.*, 1984, 2007). In total 219 one hour releases from the nuclear power plant at Chooz, France, have been simulated. The input meteorological data with one hour resolution was calculated with the Weather Research and Forecast Model (WRF), based on NCEP reanalysis data (Kalnay *et al.*, 1996; NOAA). During January to September 2007 a new one hour release was started every 30 h and simulated for 24 h. The source term was taken from the real-time on-line decision support model RODOS (Ehrhardt and Weis, 2000). It was the same for all simulations, except from scaling by a random factor $10^x$ with $x \sim N(0,1)$. For further research, we used the cumulative doses of gamma radiation from deposition and puff. These were provided at 7561 locations on a telescopic grid of 200 km x 200 km with a resolution of 0.5 km close to the source and up to 3 km farther away. The first third of the plumes were used for training, to derive global properties. The others were used for testing, to make maps and assess them.

All computations except plume simulations were carried out with the statistical programming language R (R Development Core Team, 2010).

#### 2.1 Mapping methods

As an example for a simple interpolation method, we used **inverse distance weighted interpolation** (IDW) with power $p = 2$ applying `idw` from package `gstat` (Pebesma, 2004). To improve it, the optimal number of neighbours was determined first from the training data.

**Ordinary kriging** is a classical interpolation method that uses the spatial autocorrelation of the data via the variogram. This is assumed to be stationary. To achieve this, we split up the area into 8 x 8 subregions, based on distance and direction from the source. We also assumed the data to vary slower in radial direction, therefore we first derived the anisotropy with `estimateAnisotropy` from `intamap` (Pebesma *et al.*, 2010). To test, if the anisotropy ratio depends on the distance from the source and if the main
anisotropy axis is radial, we used \texttt{aov.circular} and \texttt{mle.vanmises} (\textit{circular}, Lund and Agostinelli, 2011). Then variograms were fitted for all 64 bins separately using \texttt{fitvario} (\textit{RandomFields}: Schlather, 2010). For the interpolation of the test data we used \texttt{krige} (\textit{gstat}).

As source and main shape of plumes were known, we developed a trend model (1).

The trend at location $x$ is determined by the distance to the source $d(x)$ and the angle difference $a(x) = \left| g(x) - \alpha_5 \right|$ from the main plume direction $\alpha_5$.

$$f(x) = \max \left\{ \alpha_1 \cdot \exp\left( -\alpha_2 \cdot d(x) \right) \cdot \left| \frac{a(x) - \alpha_3}{\alpha_3} \right| \cdot \exp\left( \frac{\left| a(x) - \alpha_3 \right|}{\alpha_4} \cdot 0 \right) \right\}$$  

The parameters $\alpha_1, \ldots, \alpha_4 \in [0, \infty)$, $\alpha_5 \in [0, 2\pi)$ were fitted to each plume individually with the simplex optimisation of Nelder and Mead by \texttt{optim (stats: R development core team \textit{et al.} 2011)}. The direction needed prior adjustment: we started where the values were highest compared to the global average maximum at this distance. For the other parameters optimisation started from the median parameters of the training data. Their optimisation had started with the parameters $\alpha_1$ and $\alpha_2$ of a log-linear model of maximum values given the distance to the source, and $\alpha_3$ was the average width of the non-zero sector more than 5 km from the source.

The methods above do however not use any weather or source term information, which usually is available. This is done by simulations from RIMPUFF. To imitate the limited knowledge available in advance, the source term was assumed to be known apart from scaling, and mock weather forecast was derived from the WRF data by “running the time faster” (hours 2, 6, 10, etc. were skipped).

For each plume and mapping method, “measurements” were taken by random, regular, and star sampling designs of different size. For assessment we averaged the mapping errors from all sampling designs of same size.

### 2.2 Error measures

The samples $S$ from a plume simulation $p$ were turned into a map $\hat{\rho}_{S,M}$ by each of the methods $M$. These maps were compared to the original simulation. The first error measure we used, was the sum of the absolute residuals times the related area $A(x)$, integrated over the total area $X$ [in Sv/24h km²] (2).

$$c_1(S, M, p) = \sum_{x \in X} \left| p(x) - \hat{\rho}_{S,M}(x) \right| \cdot A(x)$$  

Second, we focused on delineation of the area where dose exceeds a threshold, following Beekhuizen (2008). The threshold was defined as $p_{th} = 5 \text{ mSv/24h}$; there is some international agreement to use it for sheltering zones, however, it is not a legal constraint. We measured the area, where maps would give the wrong classification (3), weighting false negative with a factor 5 for conservative estimation

$$c_2(S, M, p) = \sum_{x \in X} K(p(x), \hat{\rho}_{S,M}(x)) \cdot A(x)$$  

with an indicator function $K(p(x), \hat{\rho}_{S,M}(x)) \in \{0,1,5\}$. 

3 Results

The values of the plumes are not well suited for interpolation: they vary very fast close to the source, also they are neither stationarity nor isotropic as usually assumed for kriging. The distributions of doses are skewed: on average, 80% of the values are zero, only 6.9% of them exceed the sheltering threshold of 5 mSv/24h, and the highest values of single plumes are between 0.003 Sv/24h and about 8700 Sv/24h, dependent on the scaling. The highest values are usually found close to the source. The maximal values decrease almost exponentially with distance. In many cases, the plume lies within a small sector of on average 18.6°. However, there are also irregular plumes.

3.1 Optimal neighbourhood size for IDW

For all training plumes, maps were produced by IDW using values from regular sampling designs of different size and using only the $k$ nearest neighbours, for $k \in \{1,2,3,4,5,10,20\}$. In most cases, best results are obtained for two or three neighbours (Table 1). Based on this result, we decided to always use $k = 3$ for IDW and kriging.

Table 1. Errors of IDW maps, dependent on neighbourhood size

<table>
<thead>
<tr>
<th></th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
<th>$k = 10$</th>
<th>$k = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>abs. res.</td>
<td>1887</td>
<td>1859</td>
<td>1940</td>
<td>1959</td>
<td>1974</td>
<td>2030</td>
<td>2088</td>
</tr>
<tr>
<td>wrong cl.</td>
<td>11969</td>
<td>6456</td>
<td>2491</td>
<td>2569</td>
<td>2734</td>
<td>3377</td>
<td>4309</td>
</tr>
</tbody>
</table>

3.2 Variograms for the subregions

The derived parameters support the assumption that values change faster with angle than with distance from the source. The main anisotropy axis—the direction of slowest change—correlates almost perfectly with the direction from the source. The anisotropy ratio is between 0.23 and 0.51 (for isotropic data it is 1), increasing with distance, but not monotonously. This anisotropy was taken into account for further variogram fitting and kriging.

Based on the empirical variograms, the Gaussian model was chosen. We used the average of the parameters fitted by the seven of the ten provided methods, excluding “auto-start”, “ml”, and “reml” by visual inspection. As expected, the total sill decreases with distance because values far from the source are all small and therefore vary little. The proportion of the nugget declines from 60% to 2.6%: close to the source the radioactivity is very concentrated and can change a lot within small distances whereas farther away the plumes are smoother. The range, i.e. the distance up to which values are similar, is about 2.7 km close to the source, 20 km - 30 km elsewhere, and about 70 km at the margins. Nugget and partial sill change significantly with distance from source, but not with direction, whereas the range varies with both. If there was no significant difference we used the average. For seven of the 64 bins variogram fitting failed, for these the range was derived from the ranges for other bins by a linear model on distance and angle.

3.3 Global properties of the trend

Most of the median parameters from fitting the trend to the training data differ little from the input parameters described above. Only the radial decay $\alpha_2$ and the sector width $\alpha_3$ increase about 40% - 45%, all other parameters change less than 5%. We also
tested, if parameters could be replaced by global averages. But this would increase absolute residuals: if sector decay $\alpha_4$ is not fitted individually, 73% of the maps are worse, for radial decay $\alpha_2$ this happens in 97.3% of the cases. Therefore we kept individual fitting of all parameters.

To test the influence of initial parameters, we used the median parameters from the training data to turn 196 “measurements” from each plume into maps. For the training data, the absolute residuals are on average 89% of the integral of absolute original values, for the test data this fraction is 91%. For fitting to the full set of 7561 values from the training data, it is 84%.

### 3.4 Comparison of mapping techniques

For four different sample sizes and the three sampling types, samples were taken from all plumes of the testing data and turned into maps by IDW, kriging, and trend fitting. Besides, a simulation with perturbed input parameters was run (Figure 2). For the resulting maps, absolute residuals and wrong classification were computed. Fitting the trend was fastest (below 5 sec for 146 maps); IDW took about 5 times longer and kriging even 450 times.

![Figure 2. Example of dose [Sv/24h] from a plume, mapped by the different methods using a regular sample of 400 “measurements”.](image)

Wrong classification differs highly significant between the methods, whereas the difference for the absolute residuals is only weakly significant ($p = 0.075$). For wrong classification, IDW is best, kriging is only 9% worse, whereas the error increases 120% for simulation and 198% for trend fitting. For absolute residuals, the best method is trend fitting, followed by the 9.3% worse simulation, IDW with 20% impairment, and kriging with 29% (Table 2).

### Table 2. Average errors for different methods

<table>
<thead>
<tr>
<th></th>
<th>IDW</th>
<th>kriging</th>
<th>trend</th>
<th>sim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>abs. res.</td>
<td>913</td>
<td>979</td>
<td>762</td>
<td>833</td>
</tr>
<tr>
<td>wrong cl.</td>
<td>2696</td>
<td>2943</td>
<td>8031</td>
<td>5941</td>
</tr>
</tbody>
</table>

Sample size has a significant effect on both error measures. The improvement for bigger sample sizes is much stronger for IDW than for trend and the effect is stronger for wrong classification than for absolute residuals (Table 3).

### Table 3. Average errors for different methods and sample sizes

<table>
<thead>
<tr>
<th></th>
<th>49</th>
<th>100</th>
<th>196</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute residuals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDW</td>
<td>1144</td>
<td>980</td>
<td>813</td>
<td>714</td>
</tr>
<tr>
<td>trend</td>
<td>804</td>
<td>775</td>
<td>751</td>
<td>718</td>
</tr>
<tr>
<td>wrong classification</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDW</td>
<td>4313</td>
<td>2900</td>
<td>2060</td>
<td>1512</td>
</tr>
<tr>
<td>trend</td>
<td>8410</td>
<td>8019</td>
<td>7939</td>
<td>7756</td>
</tr>
</tbody>
</table>
4 Discussion

This study shows that maps from inverse distance weighted interpolation (IDW), ordinary kriging, and trend fitting can compete with those from simulations, if source term and weather are not known well. Kriging, even with variograms for subregions, was not superior to IDW. For interpolation, only small neighbourhoods should be used. Fitting parametric trends can capture the plumes quite well in terms of absolute residuals, especially for small sample sizes.

All mapping methods need further improvement: other interpolation methods like splines could be tested, interpolation could focus on the zero inflation of the data, or combining measurements and simulations may improve the result.
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Abstract

In this study, we apply a new methodology to detect outliers in multivariate spatial data sets, through the use of a spatial adaptation of principal components analysis (PCA). This non-stationary adaptation of PCA accounts for local spatial effects via the use of geographically-weighted data to form a geographically weighted PCA (GWPCA). Basic and robust GWPCA-based detection methods are calibrated, where the latter are preferable, as outliers can compromise any basic calibration prior to its use as a method of detection. Detection performance is investigated using a geochemical soils data set for countries bordering the Baltic Sea in Northern Europe. Here it is observed that a (local) GWPCA-based approach to outlier detection complements a (global) PCA-based approach, where the nature of a potential outlier, with respect to its unusual spatial and/or multivariate relationship to other observations can be more readily understood.

Keywords: robust, novelty detection, kernel weighting, PCA, non-stationarity

1 Introduction

Principal components analysis (PCA) is a widely used method in the physical and social sciences. It is commonly used to explain the covariance structure of a given data set using only a few components. The components are linear combinations of the original variables and can allow for a better understanding of differing sources of variation. In spatial settings, PCA is frequently applied without consideration for important spatial effects. Such naive applications can be problematic as spatial effects often provide a more complete understanding of the process. In this respect, a PCA can be replaced with a geographically weighted (GW) PCA (GWPCA) (Fotheringham et al., 2002, p196-202), when we want to account for a degree of spatial heterogeneity in the structure of the data set. In GWPCA, a different localised PCA is computed at every target location, and as such, the results vary continuously across space allowing them to be mapped.

There are many potential uses and extensions of GWPCA; where for this study we investigate its use as a means to detect outliers in multivariate spatial data sets. PCA-based methods are routinely used to detect multivariate outliers (e.g. Rousseeuw et al., 2006), but for spatial applications such global forms can only detect outliers in an aspatial manner. This oversight can result in a false positive identification, when an outlier’s spatial neighbours are similar (in a multivariate sense), or a false negative when its spatial
neighbours are dissimilar (in a multivariate sense). Here a GWPCA-based detection method should minimise this particular form of misclassification.

We do not necessarily envisage that a GWPCA-based detection method should replace a PCA-based one, but instead, the two approaches can complement each other. PCA provides a broad, general sweep for outliers, whereas GWPCA provides a deep, more focused identification. Outlier detection can not only be used as a data cleaning or screening exercise, but can also be used to uncover interesting or unusual structures in the data that has not been considered before. In this respect, when data structures are known to vary across space, an application of a GWPCA-based detection method (which is implicitly designed to account for this spatial heterogeneity) is well chosen. Furthermore, the calibration of a PCA (and in turn a GWPCA) detection method is itself compromised by the existence of outliers (Rousseeuw et al., 2006), and as such, robust PCA/GWPCA forms are also calibrated to negate this problem. First insights into the detection performance for both basic/robust PCA/GWPCA forms are investigated using a soils geochemical data set for countries bordering the Baltic Sea.

2 Methodology

2.1 GWPCA

GWPCA suits situations when data are not described well by a universal set of components, but where there are spatial regions where a suitably localised set of components provide a better description. The technique uses a moving window weighting approach, where localised components are found at target locations. For an individual GWPCA at a target location, we weight all neighbouring observations according to some distance-decay kernel function and then locally apply standard PCA to this weighted data. The size of the window over which this localised PCA might apply is controlled by the bandwidth. Small bandwidth values lead to more rapid spatial variation in the results while large bandwidths yield results increasingly close to the universal (global) PCA solution.

Formally, a vector of observed variables \( \mathbf{x}_i \) at spatial location \( i \) is assumed to have a multivariate normal distribution with mean vector \( \mu \) and variance-covariance matrix \( \Sigma \). Further, if location \( i \) has coordinates \( (u, v) \), then GWPCA involves regarding \( \mathbf{x}_i \) as conditional on \( u \) and \( v \), and making \( \mu \) and \( \Sigma \) functions of \( u \) and \( v \). Thus \( \mathbf{x}_i(u,v) \sim N(\mu(u,v),\Sigma(u,v)) \), where \( \mu(u,v) \) and \( \Sigma(u,v) \) are the GW mean vector and the GW variance-covariance matrix, respectively. To find the GW principal components, the decomposition of the GW variance-covariance matrix provides the GW eigenvalues and GW eigenvectors. The GW variance-covariance matrix is \( \Sigma(u,v) = \mathbf{X}^T \mathbf{W}(u,v) \mathbf{X} \) where \( \mathbf{X} \) is the data matrix and \( \mathbf{W}(u,v) \) is a diagonal matrix of geographic weights. We generate these weights using the bi-square kernel function:

\[
w_{ij} = \left(1 - \left(\frac{d_{ij}}{r}\right)^2 \right)^2 \text{ if } d_{ij} \leq r \quad \text{otherwise,}
\]

where the bandwidth is the geographic distance \( r \); and \( d_{ij} \) is the distance between spatial locations of the \( i^{th} \) and \( j^{th} \) rows in the data matrix. The GW components at location \( (u_i,v_i) \) can be written as \( \text{LVL}^T(u_i,v_i) = \Sigma(u_i,v_i) \) where \( \text{L} \) is a matrix of GW eigenvectors; \( \text{V} \) is a diagonal matrix of GW eigenvalues; and \( \Sigma(u_i,v_i) \) is the GW variance-covariance matrix. Thus for a GWPCA with \( m \) variables, there are \( m \) components, \( m \) eigenvalues, \( m \) sets of component loadings, and \( m \) sets of component scores at
each data location. We can also obtain eigenvalues and their associated eigenvectors at unobserved locations, although as no data exists for these locations, we cannot obtain scores.

2.2 Bandwidth selection in GWPCA

To describe how the bandwidth \( r \) is selected in GWPCA, we first discuss properties of PCA. Thus if there are \( m \) variables in the data matrix, so that each observation is a vector in \( m \)-dimensional space, the scores corresponding to components \( q + 1 \) to \( m \), represent the Euclidean distances along the axes of the corresponding orthogonal vectors to a \( q \)-dimensional linear sub-space. Here, the \( q \)-dimensional sub-space is spanned by the first \( q \) loadings (viewed as \( m \)-dimensional vectors), and is the sub-space that maximised the variance of the data points projected on to that sub-space. Here, \( q \) is commonly chosen so that this sub-space contains a reasonably high proportion of the total variance, and thus components \( q + 1 \) to \( m \) represent the deviation from this sub-space.

Suppose that \( M_q \) denotes the matrix \( M \) with all but the first \( q \) columns removed and \( M_{(-q)} \) denotes the matrix \( M \) with the first \( q \) columns removed. For PCA, the first \( q \) components are described by \( X L_q \) and the remaining components by \( X L_{(-q)} \) (where \( X \) and \( L \) are the data and eigenvector matrices, respectively). It is possible to show that the best (least squares) rank \( q \) approximation to \( X \) is \( X L_q L_q^T \) and that the residual matrix from this is \( S = X - X L_q L_q^T \). In effect, via principal components, we find the minimum of the expression \( \sum_{ij} \left( [X]_{ij} - [S]_{ij} \right)^2 \) with respect to \( S \) where \( S \) is a rank \( q \) matrix; and the problem is solved with the given expression. The variance levels of the components of the matrix \( S \) therefore measure the ‘goodness of fit’ (GOF) of the projected sub-planes and as such \( \text{GOF}_i = \sum_{j=q+1}^{m} s_{ij}^2 \) is the GOF for the \( i^{th} \) observation and \( s_{ij} \) is the \( j^{th} \) component score for observation \( i \); that is, the \( i j^{th} \) element of \( S \).

The total GOF for the entire data set is \( \text{GOF} = \sum_{i=1}^{n} \text{GOF}_i \).

For GWPCA, the GW components for the \( i^{th} \) location represent a similar projection, but with the corresponding loadings defined locally. That is, we find \( S \) to minimise \( \sum_{ij} w_i \left( [X]_{ij} - [S]_{ij} \right)^2 \) where \( w_i \) is a locally defined weight for location \( i \). GOF statistics for GWPCA can be defined in an analogous fashion as for PCA; except that in each locality, \( S \) is defined using local weights, as above. In turn, a total GOF statistic provides a means of finding an optimal bandwidth for GWPCA, where we use a ‘leave-one-out’ method to compute the terms of the statistic. Here, a ‘leave-one-out’ total GOF statistic is computed for all possible bandwidths and an optimal bandwidth relates the smallest GOF value found. Bandwidths can be in a fixed or adaptive form, where for this study only the latter are specified.

2.3 Outlier detection with basic and robust GWPCA

For outlier detection with GWPCA, we adopt a simple approach where we flag data locations that contribute the most to the minimised ‘leave-one-out’ total GOF statistic,
above. Here for a given GWPCA calibration, we find (standard) boxplot statistics of this ‘residual’ data \( \sqrt{\sum_{ij} w_i (X_{ij} - [S]_{ij})^2} \), which is an output data set of sample size. A data location \( i \) is deemed outlying if its ‘residual’ lies beyond the extremes of the boxplot’s whiskers. This ‘residual’ data approach is analogous to the identification of outliers via large residuals from a regression fit.

As for PCA, GWPCA is sensitive to outliers and as such compromises its ability to detect them. In this respect, we also calibrate a robust GWPCA form by replacing the GW mean calculations with GW medians and the decomposition of the GW variance-covariance matrix is done robustly using the algorithm of Hawkins et al., (2001). As a robust GWPCA is extremely computer intensive, we calibrate it using optimal bandwidths found from its basic GWPCA counterpart.

For GWPCA, a difficulty lies in that we need to decide a priori upon the number of components to retain, i.e. the value of \( q \). Furthermore, we cannot find an optimal bandwidth and in turn identify outliers, if we wish to retain all \( m \) components. Therefore in experimentation, we choose to find optimal bandwidths and identify outliers, for all values of \( q \) (except when \( q = m \)), and flag outlying data locations for each of the \( q \) calibrations. Thus for our case study data set of \( m = 10 \) variables, a GWPCA is calibrated \( q = 9 \) times. From each calibration, a weight of evidence is then built up, which determines the potential of an outlying data location. Evidence is strongest for an outlier if a data location is flagged all nine times.

Observe that with a GWPCA-based detection method, a vector of observed variables at a location \( i \) is deemed outlying and not one particular observation at this location. This is consistent with standard PCA-based outlier detection methods. Observe also that our detection method is not a direct GW adaptation of some standard (commonly, robust) PCA-based method, where all \( m \) components are retained. Such an adaptation is eminently viable and is left for future research.

### 3 Case study data

The study data stems from the sampling of agricultural soils over a large region surrounding the Baltic Sea, at 768 sites (Reimann et al., 2000). We concentrate on topsoil samples; and in particular on ten major trace elements, reflected in the compounds: \( \text{SiO}_2, \text{TiO}_2, \text{Al}_2\text{O}_3, \text{Fe}_2\text{O}_3, \text{MnO}, \text{MgO}, \text{CaO}, \text{Na}_2\text{O}, \text{K}_2\text{O} \) and \( \text{P}_2\text{O}_5 \). We standardize this data and specify all PCA/GWPCAs with covariance matrices. A PCA output reveals that the first principal component contrasts \( \text{SiO}_2 \) with the other trace elements and accounts for 52.6% of the total variance. The first three components collectively account for 78.4% of the total variance. It is reasonable to ask whether this analysis, should be applied over the whole of the study area. To answer this, a series of GWPCAs for each value of \( q \) were undertaken and their outputs mapped. Significant spatial non-stationarities were observed in the structure of the data, suggesting: (i) value in GWPCA itself, as an exploratory tool; and (ii) a GWPCA-based method to outlier identification is likely to be worthwhile.
Figure 1. Detection comparisons: (a) non-robust GWPCA fits with very large bandwidths; (b) the robust ‘PCout’ method of Filzmoser et al. (2008); (c) non-robust GWPCA fits with optimal bandwidths; and (d) robust GWPCA fits with optimal bandwidths. For (a), (c) and (d), a GWPCA is calibrated nine times and outlying data locations noted. If a data location is flagged as outlying on 1-2 occasions it is assigned a weak evidence label and so forth.

4 Preliminary analyses: multivariate spatial outlier detection

To our knowledge, there are no direct competitors to our GWPCA-based method for multivariate spatial outlier detection. However, we can go some way in assessing its relative worth by calibrating the individual GWPCAs with very large bandwidths (so the detection method is effectively PCA-based) and comparing its output to that found with an existing PCA-based method. In this respect, we do this simply by a visual comparison
of outlier maps. Further work will look at differences and similarities between methods more deeply. In Figs. 1a-b, an example comparison is given, where our (now aspatial) GWPCA-based method (in basic form) performs in a broadly similar manner to a more recognised method, thus providing some assurance when we come to use GWPCA correctly and locally. It appears that multivariate outliers are most prominent in Southern Norway and much of Finland, when we detect them in this purely aspatial manner.

In Figs. 1c-d, we compare basic and robust GWPCA methods for multivariate spatial outlier detection, our study goal. These maps not only need to be compared to each other, but also to those in Figs. 1a-b. Many differences can be observed between the aspatial and the spatial detection methods, many of which relate to known non-stationarities in data structure (section 3). For example, it is hypothesized that the numerous outliers identified in Finland using the aspatial methods are not in fact unusual in a spatial sense and as such, a (spatial) GWPCA method does not flag as much of this data as outlying. Furthermore, the basic GWPCA method detects a swathe of outliers in southern Poland (Fig. 1c), but this detection is largely absent using the robust version, suggesting that basic GWPCA is compromised by a few outliers in this region (or possibly just one in the south-east, on the border).

5 Conclusion

In this study we have introduced a method of detecting outliers in multivariate spatial data sets, based on GWPCA. The method of detection holds promise and can fill a gap that is missing in the literature. Further clarity on this promise is work in progress. Here we aim to demonstrate objectively the value of this method using contaminated sample data, where (known) outliers are introduced and the method’s detection rate (of false negatives) is assessed accordingly.
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Abstract

Glacier mapping from satellite multispectral image data is hampered by debris cover on glacier surfaces. Information on the spatial distribution and spatial-temporal dynamics of debris, however, bears various kinds of uncertainties. Debris exhibits the same spectral properties as lateral and terminal moraines and as bedrock outside the glacier margin. Multispectral classification alone is thus not suitable to properly assess its extent. Additional information has to be included, like the low slope angles and curvature characteristics. In this research we propose a random set method for uncertainty modelling of debris-covered glaciers extracted from remote sensed data. Here, we analyse the Fedchenko glacier situated in the Pamir mountains in Central Asia. Clean glacier ice and debris area are represented by random sets. Their statistical mean and median are estimated. The paper combines the advantages of an automated multispectral classification for clean glacier ice and snow with slope information derived from the digital elevation model (DEM). We use an SRTM3 DEM that is resampled to 30m. From a 1999 Landsat ETM+ image the results show that the mean area of clean glacier ice equals 841.87 km², and 94.39 km² for debris-covered area. Temporal analysis shows that the mean area of clean ice increased from 1992 to 1999 and is decreasing since 1999, in opposite to the debris covered area. We conclude that this method based on random set theory has the potential to serve as a general framework in uncertainty modelling of debris-covered glaciers and is applicable for mountainous glaciers.

Keywords: Random set theory, Uncertainty modelling, Glacier mapping, Debris cover, DEM analysis

1. Introduction

Due to the remoteness and inaccessible nature of mountain glaciers, remotely sensed data are an efficient tool for regular mapping of glaciers in a comprehensive and effective manner. A number of remote sensing techniques for automated mapping of clean glacier ice by means of multispectral classification are available. Commonly used techniques such as single band ratios and Normalized Difference Snow Index (NDSI) take advantage of the high brightness of snow and ice in the visible wavelength to separate them from darker areas such as rock, soil or vegetation. The greatest difficulty in glacier mapping from remote sensed data, however, is the presence of debris on glaciers. A debris-covered
glacier area has a similar visible and near-infrared spectral signature to the surrounding terrain and thus complicates the mapping of glaciers (Bolch and Buchroithner 2007). Here, the traditional multi-spectral classification techniques are of limited value. A number of methods have been proposed to address this problem. These methods use additional information provided by topography (Bishop, Bonk et al. 2001), neighbourhood analysis (Paul, Huggel et al. 2004) and thermal radiation (Taschner and Ranzi 2002).

Information on spatial distribution of debris-covered glaciers from remote sensed data bears various kinds of uncertainties. Existing techniques for mapping debris-covered glaciers are crisp-based and have limitations in delineation of glaciers boundary where the transition between the debris-covered glacier and the adjacent terrain is gradual. A thresholding segmentation technique can be used in principle for identification of clean glacier ice from band ratio images and the debris-covered areas from glacier slope image (Paul, Huggel et al. 2004). Selection of a threshold value, however, is a critical task as a slight change can lead to overestimation or underestimation of the areal extent. The threshold value may be different for different satellite sensors and for different seasons (Dozier 1989; Hall, Riggs et al. 1995). Since it is arbitrary to choose a single-valued threshold, uncertainties exist in any segmentation results and can have a large effect on the subsequent spatial analysis (Lucieer and Stein 2002).

To investigate inherent uncertainties in observations of glaciers from satellite imagery, this study proposes a random set method for uncertainty modelling of debris-covered glaciers. A glacier with uncertainties can be treated as a randomly varying set, i.e. a random set. In this research we show that random sets can serve as a framework to model debris-covered glaciers with inherent uncertainties. The Fedchenko glacier situated in the north-western part of the Pamir mountains, Tajikistan, was chosen as a study case for this research. The southern end of the glacier basin is located at 38°30′16″N, 72°17′00″E; the northern end at 39°05′10″N, 72°18′52″E.

In the following section we elaborate on the data used and the method proposed by this research. Section 3 presents results of the data processing for the Fedchenko glacier. Section 4 concludes the paper.

2. Data and method

2.1 Data used

Landsat images from the TM and the ETM+ sensors are used in this research due to their availability, and their moderate spatial and spectral resolution. For observations on glaciers it is important to work with images that have no cloud over the glaciated area and that have been taken at the end of the ablation season when the temporary snow cover is at its minimum and all the glacier zones can be clearly demarcated. These factors restrict the use of most available imagery. In total two orthorectified Landsat TM images (September 1992 and 2009) and one orthorectified ETM+ image (September 1999) were used.

A digital elevation model (DEM) is used to derive the slope information needed for identification of debris-covered area of a glacier. For the study area the only available DEM were a Shuttle Radar Topography Mission (SRTM3) DEM and an ASTER GDEM. The SRTM3 DEM is used in the research as it has a higher accuracy. A cubic convolution method of interpolation is used to resample the SRTM3 DEM to a 30 m resolution. Absolute vertical accuracies of DEMs were measured by comparison with ground control
points (GCP) – elevation points extracted from Russian Topographic Maps (published data: 1979) distributed throughout the study area.

2.2 Method

The Normalized Difference Snow Index (NDSI) is employed for the identification of glacier snow and ice (GSI). Glacier surfaces that are covered by debris have a gentle slope, whereas at the contact edge of the glacier with the surroundings or bedrock, a distinct change in slope can be observed. This edge can be utilized for a delineation of debris-covered glaciers (Paul, Huggel et al. 2004). In this research we used this idea for the identification of plain areas, where potentially debris-covered areas of glacier might be situated. Plain areas are further processed for extracting the debris covered area (DCA).

For uncertainty modelling of debris-covered glaciers a random set model was applied. Thresholding approach of image segmentation was used to generate a random set. The idea of random set generation is that the extents of the two classes, GSI and plain areas, extracted from NDSI and slope images, respectively, are sensitive to the different thresholds. Therefore by slightly changing a threshold, a set of objects is generated. These form the focal elements of a random set.

To map a debris-covered glacier we use the NDSI and slope images. An NDSI image, which has values from -1 to 1, was segmented using a threshold value to obtain a binary image. A range of thresholds was selected combining values proposed in the literature and inspection of the images, as the human eye can estimate the correct values by using textural features. The range of threshold values was divided into \( n \) equal intervals, resulting into \( n+1 \) thresholds to produce the binary images. Slope information is used to delineate the plain areas where potentially DCA is situated. The minimum threshold value is defined from the mean value of slope calculated from the cross-profiles to glacier body, whereas the maximum threshold value is set equal to 24°, being an upper limit for the steepness that a glacier might have (Paul, Huggel et al. 2004).

The covering functions of the generated random sets give the probability of an image pixel to be GSI or to be situated on plain areas. Suppose, \( \xi \) is an image pixel in Euclidian space \( \mathbb{R}^2: \xi \in I \subset \mathbb{R}^2 \) with pixel size \( r \) and a slope value \( d \), and \( A_i, i = \{1,2, \ldots, n\} \) and \( B_j, j = \{1,2, \ldots, m\} \) are the focal elements of random sets \( A \) and \( B \) generated from the NDSI and the slope image, respectively. The covering function \( \Gamma \) of the random set \( A \) gives the probability for every pixel to be covered by the set \( A \). The probability of pixel \( \xi \) to be in the random set \( A \) is calculated as (Molchanov 1993),

\[
Pr_1(\xi) = \frac{1}{n} \sum_{i=1}^{n} I_{A_i}(\xi)
\]

where \( I_{A_i} \) is the indicator function of \( A_i \) defined as

\[
I_{A_i} = \begin{cases} 
1, & \xi \in A_i \\
0, & \xi \notin A_i 
\end{cases}
\]

Due to the rough mountainous terrain the identification of debris-covered areas requires additional analysis to slope bounding. Because plain areas \( (0° < d < 24°) \) occur everywhere in the study area, it is necessary first to eliminate plain areas that are not a part of the glacier. Only plain areas connected to GSI can be part of the debris cover. The covering function \( \Pi \) of plain areas is calculated from the focal elements of the random set \( B \) in the same way as \( \Gamma \). The support set \( \Pi = \{ \xi \in \mathbb{R}^2: Pr_1(\xi) > 0 \} \) describes the possible part of the debris-covered area. It consists of \( N \) detached components, \( \Pi = \bigcup_{j=1}^{N} \Pi_j \). We exclude those areas that are not connected to the possible part of clean glacier ice: \( \Gamma_i \cap \Pi_j = \emptyset \), and recalculate \( \Pi \) accordingly.
The second step is calculation of the covering function $\Delta$ of DCA. The GSI area of glaciers occurs in plain areas along with DCA, there is no DCA on a plain area but GSI. In other words, for a pixel that is possibly covered by plain areas, its probability to be covered by DCA depends whether the pixel has been classified as GSI or not. If the probability of an image pixel being covered by plain areas is greater than 0 and its probability to be GSI is positive: $Pr_I(\xi)>0$ and $Pr_G(\xi)>0$, then the probability to be in DCA is $Pr_D(\xi) = \min\{Pr_I(\xi), 1 - Pr_I(\xi)\}$, otherwise $Pr_D(\xi) = Pr_I(\xi)$.

The level sets ($\Gamma_p = \{\xi \in \mathbb{R}^2: Pr_I(\xi) \geq p\}$) are used to reflect the spatial distribution of the varying sizes of the random sets to quantify the extensional uncertainty of segmented objects. The mean area $EA$ of the random sets $\Gamma$ (GSI) is determined by

$$EA(\Gamma) = r \times \sum_{\xi \in \Gamma} Pr_I(\xi).$$

The Vorob’ev expectation as an estimation of the mean is different from the median set of $\Gamma$, defined as the 0.5-level set. The mean of the random set $\Gamma$ is estimated by first determining the mean area $EA(\Gamma)$, and then finding a $p$-level set for $\Gamma$ which has the area equal to $EA(\Gamma)$ (Zhao, Stein et al. 2010).

The set-theoretic variance of a random set $\Gamma$ is defined as:

$$\Gamma_{\text{var}}(\xi) = \sum_{i=1}^{N}(I_{r_i}(\xi) - Pr_I(\xi))^2,$$

whereas the sum of the $\Gamma_{\text{var}}$, denoted as SD, as:

$$SD = r \times \sum_{\xi \in \Gamma} \Gamma_{\text{var}}(\xi)$$

and the coefficient of variation (CV) as $CV=SD/EA$, being a normalized and dimensionless measure. The CV summarizes the dispersion of the distribution of a random set. A high CV indicates a larger proportion of objects with a high $\Gamma_{\text{var}}$ or $\Delta_{\text{var}}$ and thus points to a large extensional uncertainty (Zhao, Stein et al. 2010). Extensional uncertainty for GSI and DCA is identified by

$$\frac{\sum_{\xi \in \Gamma} \Gamma_{\text{var}}(\xi)}{\sum_{\xi \in \Gamma} Pr_I(\xi)} \quad \text{and} \quad \frac{\sum_{\xi \in \Gamma} \Delta_{\text{var}}(\xi)}{\sum_{\xi \in \Gamma} Pr_A(\xi)}.$$

### 3. Results

The mean area of GSI and DCA in 1999 equals 841.87 km$^2$ and 94.39 km$^2$, respectively. Debris cover amounts to around 10% of the total glaciated area. The differences between the areas of support set and core set ($\Gamma_i$, $\Delta_i$) indicate the extensional uncertainty. These are 50.78 km$^2$ and 33 km$^2$ for GSI and DCA, respectively, constituting 6% of GSI and 35% of DCA areas respectively. The higher uncertainty corresponds to a higher variance of random sets (Bandishoev 2011).

Due to the rough mountainous terrain, each terrain aspect has specific properties. For example, there is more snow accumulation in the north aspect due to less solar illumination in comparison with the south. We use the aspect information derived from DEM to quantify the uncertainty of GSI and DCA. The results are given in Figure 1.
A large extensional uncertainty of GSI occurs on the south-western and southern aspects of the terrain (CV=0.038) and to a lesser degree on the northern aspect (CV=0.01). With the sun azimuth (143.55) and sun elevation (51.93) of ETM+ image used in this research, the reason of relatively large extensional uncertainty might be saturated pixels on southward aspects. The total CV for GSI equals 0.021, being an indicator of a smaller extensional uncertainty. For DCA a rather large extensional uncertainty occurs (CV=0.2), and most of it occur on the south-western and southern aspects. The reason of such a large uncertainty is the rough mountainous terrain.

For the temporal analysis we use three images (date of acquisition: 1992, 1999, 2009) from Landsat TM and ETM+ sensors. The idea is to show the change in the debris-covered glacier extents and to quantify the uncertainties. The temporal DEM for the study area is only available for February 2000. Thus, to perform temporal analysis we assume that the DEM did not change from 1992 to 2009. The support set, mean and core set areas of GSI and DCA, together with the coefficient of variance (CV) are calculated, and results are shown in Figure 2.

### 4. Discussion and conclusion

This study applies a random set model for uncertainty modelling of a debris-covered glacier. Uncertainties are modelled for glacier snow and ice and for debris-covered areas of a glacier separately. This partitioning allows us to quantify the uncertainty for both constituent parts of a glacier. This is important as in some cases glacier areas covered by debris compose a large part of the glacier surface, and ignoring them will lead to misclas-
sification. For example, in this research we found that about 10% of Fedchenko glacier is covered by debris.

By using the statistical parameters of random sets (support, mean, median, variance) the study demonstrates that the randomness of segmentation thresholding parameters has different effects on extracted snow and ice and debris-covered areas. Taking into account the rough mountainous terrain of the glacier these parameters quantify the uncertainty versus aspects. We find that, for both components of the glacier, the extensional uncertainty into southward direction of the terrain is twice as large as in the northward direction.

The temporal uncertainty modelling shows that the mean area of snow and ice increased from 1992 to 1999 and it is decreasing since 1999, as opposed to the pattern for the debris-covered area. The correlation between ice and debris-covered glacier area can be interpreted as the occurrence of debris where ice or snow melts.

The result of the uncertainty modelling for debris-covered glaciers proves that a random set approach is an effective tool for modelling and quantification of uncertainties. This method can thus be used for the assessment of debris-covered glaciers and their changes in time, being of a vital importance for planning and management of water resources as in the IPCC studies.
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Abstract

In this paper a methodology is proposed that enables the estimation of the spatial variation of the accuracy of the classification of multispectral images performed with soft classifiers. The use of soft classifiers enables the computation of an uncertainty index for each pixel, which reflects the difficulty found by the classifier to assign a class to the pixel. Since the uncertainty is computed for all pixels, an image of the spread of uncertainty may be built and used to identify regions where the classification is more likely to present different degrees of accuracy. To identify these regions, an image representing the pixel uncertainty is segmented and the mean uncertainty is computed within each region. The classification accuracy may now be computed for each of the regions, providing information about the spatial variation of accuracy. The proposed methodology is applied to a case study.

Keywords: accuracy, uncertainty, soft classifiers, multispectral images.

1 Introduction

The accuracy assessment of multispectral image classification is fundamental to assess the quality of the land cover maps resulting from the classification process. The accuracy assessment of land cover maps is usually performed with confusion matrices. Confusion matrices are built considering a sample of points, which may be obtained considering several sampling techniques. A reference database is built for these points, with the classification information and the ground truth assigned to each point. With these matrices class and overall accuracy measures may be computed, which apply to the whole map. However, the map accuracy may not be homogeneous along the map, that is, regions with higher and lower accuracy values may exist.

Foody (2005) proposed the computation of geographically constrained confusion matrices, derived for parts of the image, instead of only one confusion matrix to the whole image. To generate these confusion matrices only sample points located in the vicinity of points of interest were used.
Woodcock et al. (2001), computed separate accuracy matrices for two strata, one corresponding to error least likely stratum and error most likely strata, but no spatial location was assigned to these two levels of error.

Gonçalves et al. (2010b) and Gonçalves et al. (2009) showed that uncertainty measures may be used as indicators of the classification accuracy. Therefore, the identification of regions with different degrees of uncertainty may be an indicator of the regions where different degrees of accuracy are more likely to occur. In the study herein presented, to identify regions with potentially different levels of accuracy a segmentation of the pixel uncertainty information is made, and the mean uncertainty within those regions is computed. A set of sample points is then chosen inside the regions, and a confusion matrix computed. The proposed methodology is applied to a case study.

2 Methodology

The approach proposed in this paper includes the following steps: 1) classification of the multispectral images with a soft classifier; 2) compute the classification uncertainty; 3) segment the image representing the spatial variation of the classification uncertainty; 4) computed the mean uncertainty within the segmented objects 5) identify regions apparently problematic or regions of interest; 6) consider a random sample of points within the regions identified in the previous step; 7) build a reference database for the points identified in the previous step; 8) build a confusion matrix with the reference database.

3 Case Study

3.1 Data

The study was conducted in a region of the south of Portugal. The area is occupied mainly by agriculture, pastures, forest and agro-forestry areas, where the dominant forest species are eucalyptus, coniferous and cork trees. An image obtained by the IKONOS sensor was used, with a spatial resolution of respectively 1m in the panchromatic mode and 4m in the multi-spectral mode (XS) and a dimension of 4 900 m by 3 708 m. The geometric correction of the multi-spectral image consisted of its orthorectification. The average quadratic error obtained for the geometric correction was 1.39 m, inferior to half the pixel size, which guarantees an accurate geo-referencing.

3.2 Classification

The classification method used is a pixel-based supervised fuzzy classifier based on the Minimum-Distance-to-Means classifier, available in the commercial software IDRISI. With this method, the image is classified based on the information contained in a series of signature files and a standard deviation unit (Z-score distance) chosen by the user. The fuzzy set membership is calculated based on a standardized Euclidean distance from each pixel reflectance, on each band, to the mean reflectance for each class signature, using a sigmoid membership function (Burrough and McDonnell, 1998; Kuncheva, 2000). The underlying logic is that the mean of a given signature represents the ideal point for the class, where fuzzy set membership is one. When distance increases, fuzzy set membership decreases, until it reaches the user-defined Z-score distance where fuzzy set membership decreases to zero. To determine the value to use for the standard deviation unit,
the information of the training data set was used to study the spectral separability of the classes and to determine the average separability measure of the classes.

Unlike traditional hard classifiers, the output obtained with this classifier is a set of images (one per class) that expresses the possibility that each pixel belongs to the class in question. If the class corresponding to the higher possibility value for each pixel is considered, a hard classification is obtained. Figure 1a) shows a composite image obtained with the bands red, green and blue (RGB 321); and b) the hard version of the classification.

![Figure 1. a) Composite image of the bands red, green and blue (RGB 321). b) hardened classification results.](image)

### 3.3 Uncertainty

Several uncertainty measures may be used to evaluate the classifiers difficulty to assign only one class to each pixel (Gonçalves et al., 2010a; Gonçalves et al., 2010b). In this paper, the uncertainty associated with this assignment is evaluated with the Relative Maximum Deviation Measure, available in IDRISI software. The uncertainty is computed using (1), where $\pi_i(x)$ is the degree of possibility associated to class $i$ and $n$ is the number of classes.

$$Rl(x) = 1 - \frac{\sum_{i=1}^{n} \pi_i(x)}{1 - \frac{1}{n}}$$

This uncertainty measure assumes values in the interval $[0,1]$ and evaluates the degree of compatibility with the most possible class and until which point the classification is dispersed over more than one class. Figure 2 shows the spatial distribution the uncertainty.
3.4 Segmentation of uncertainty

The segmentation of uncertainty was made with the algorithm available in software IDRISI. This algorithm groups adjacent pixels into image segments according to their similarity. It employs a watershed delineation approach to partition input imagery based on their variance. A derived variance image, obtained using a moving window, is treated as a surface image allocating pixels to particular segments based on variance similarity. The values adopted were: 3 for moving the window size, 0.5 for the weight of mean and variance; and for the similarity tolerance 200 and 300. Figure 3 shows the results obtained with these two parameters, where the shades of grey represent the mean value of the pixels uncertainty within each region. For the segmentation with the similarity tolerance of 200 the mean value of uncertainty ranges between 0.22 and 0.91, while for the segmentation with the similarity tolerance of 300 ranges between 0.46 and 0.80. This shows that there are effectively regions on the map with very different levels of uncertainty.

![Figure 3. Segmentation of uncertainty with a similarity tolerance of 200 in a) and 300 in b)](image)

3.5 Accuracy assessment

To assess the accuracy of the hardened classification, a stratified random sample containing between 70 and 100 points per class was considered, and a confusion matrix built. These results apply to the whole image. The results obtained for the user’s and producer’s accuracy can be seen in Table 1. The overall accuracy of the classification is 69%.
Table 1. User’s and producer’s accuracy of the classification.

<table>
<thead>
<tr>
<th>Classes</th>
<th>User’s accuracy (%)</th>
<th>Producer’s accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep water</td>
<td>99</td>
<td>91</td>
</tr>
<tr>
<td>Shallow water</td>
<td>92</td>
<td>99</td>
</tr>
<tr>
<td>Non-vegetated areas</td>
<td>80</td>
<td>75</td>
</tr>
<tr>
<td>Eucalyptus Trees</td>
<td>31</td>
<td>62</td>
</tr>
<tr>
<td>Shadows</td>
<td>81</td>
<td>90</td>
</tr>
<tr>
<td>Herbaceous Vegetation</td>
<td>93</td>
<td>65</td>
</tr>
<tr>
<td>Cork Trees</td>
<td>50</td>
<td>59</td>
</tr>
<tr>
<td>Coniferous Trees</td>
<td>42</td>
<td>44</td>
</tr>
<tr>
<td>Sparse Herbaceous Vegetation</td>
<td>49</td>
<td>33</td>
</tr>
</tbody>
</table>

The information provided by the segmentation of the uncertainty may now be used in two different ways: 1) to evaluate the map accuracy in all the regions, enabling the evaluation of the spatial distribution of accuracy; 2) evaluate the accuracy of regions identified as problematic or which are important for a particular application. Both approaches require the use of a sample of reference points located inside each of the considered regions. The first approach will require the use of a considerable number of points, especially if the regions are relatively small, and may therefore involve a large amount of work. For the second approach only selected regions are analysed and require therefore less work.

For this paper the accuracy was only evaluated for a few regions, namely regions identified in Figure 3a) with number 2, which form only one region, and region 3 in Figure 3b), which also corresponds to only one region. Analysing the composite image and the classification results it can also be seen that, for example, the zone indicated with number 1 in Figure 3a) is clearly a lake in the image, and all pixels in the zone were classified as Shallow Water. Therefore, it is not necessary to create a confusion matrix to conclude that the classification is correct, even though a considerable amount of uncertainty is present in that region. To determine the classification accuracy within regions 2 and 3 a random sample of 50 points was used in each, a reference data base was created and confusion matrixes built. Since only some classes were found within these regions, incomplete confusion matrixes result from the process. For region 2 the user’s and producer’s accuracy are shown in Table 2 and a zonal overall accuracy of 32% was obtained. For region 3 the user’s and producer’s accuracy are shown in Table 3 and the zonal overall accuracy is 59%.

Table 2. User’s and producer’s accuracy obtained for region 2 shown in Figure 3a).

<table>
<thead>
<tr>
<th>Classes</th>
<th>User’s accuracy (%)</th>
<th>Producer’s accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep Water</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Non-vegetated Areas</td>
<td>28</td>
<td>100</td>
</tr>
<tr>
<td>Herbaceous Vegetation</td>
<td>24</td>
<td>100</td>
</tr>
<tr>
<td>Sparse Herbaceous Vegetation</td>
<td>100</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3. User’s and producer’s accuracy obtained for region 3 shown in Figure 3b).

<table>
<thead>
<tr>
<th>Classes</th>
<th>User’s accuracy (%)</th>
<th>Producer’s accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-vegetated areas</td>
<td>45</td>
<td>86</td>
</tr>
<tr>
<td>Herbaceous Vegetation</td>
<td>68</td>
<td>69</td>
</tr>
<tr>
<td>Sparse Herbaceous Vegetation</td>
<td>50</td>
<td>17</td>
</tr>
</tbody>
</table>
4 Discussion and conclusions

The proposed methodology enables the evaluation of the spatial distribution of the classification accuracy, using the information provided by the classification uncertainty. The classification uncertainty may be used as an indicator of classifiers difficulty in assigning one class to each pixel, and can therefore provide valuable information. As seen in the case study presented, regions with high levels of uncertainty may present also high levels of accuracy, as for the lake indicated in Figure 3a) with number 1. That is, even though the classifier had some difficulty in assigning only one class to the pixels, the correct class was identified. However, regions with high levels of uncertainty, such as regions 2 and 3, indicated respectively in Figures 3 a) and b), present levels of accuracy much lower than the overall accuracy of the whole classification. A closer analysis to the results obtained for the user’s and producer’s accuracy of the several classes shows that within these regions the class Sparse Herbaceous Vegetation has very low levels of producer’s accuracy, which means that in these regions a large percentage of reference points assigned to this class were in the reference database assigned to another class, in this case Non-Vegetated Areas and Herbaceous Vegetation.

The obtained results show that the proposed methodology may provide useful information to the user, giving more accurate information about the classification accuracy and problems in different regions of the image.

In this paper only some of the polygons obtained with the segmentation were analyzed, but zonal confusion matrixes could have been built for all polygons, enabling the identification of the spatial variation of accuracy.
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Abstract

Producing and using spatial data as well as web services has reached the level of mass market, leading to new research challenges. A number of concepts are appearing regularly in our community: certification, accreditation, inspection, audit, warranty, quality assessment, quality control, quality assurance which are natural ways for a society to organize itself when a mass of citizens is facing increasing risks of misusing given products or services. Such concepts help defining who is responsible or liable for these risks, who absorbs the remaining uncertainty inherent to the use of data once technical means have contributed to reduce this risk. This paper provides an overview of recent issues surrounding formal data quality endorsements in a scenario where spatial data have become a commodity.
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1 Introduction

Research about spatial data quality has taken place for over 30 years (Devillers et al., 2010). However, producing and using spatial data as well as using and offering spatial services over the web has now reached the level of mass market, leading to new research challenges.

Back in the days of paper maps, data producers had a good control over the final output and usages. The integration of data from different maps required technical skills and specialized equipment. Metadata and usage warnings were part of the map legend and easier to understand. With the arrival of digital data in the 1970s, it became easier to exchange and overlay data from different sources. The need to embed quality information within the datasets appeared as soon as the early 1980. For example, Chrisman (1983) clearly stated that “new data structures will have to evolve to encode the quality component, particularly for long-term, routinely maintained projects” and that such evolution was necessary “to assess the fitness of the spatial data to a given purpose”. However, the industry focus of the 1980s was to develop more efficient systems to produce and manage spatial data.

Then, the demand to exchange and reuse these expensive data led to international standards in the mid-1990s (cf. ISO/TC-211, OGC). The arrival of the Internet and the need for metadata played key roles into this evolution. As technology and data exchange improved, data quality became a more important issue for industry. The concept of “fitness for use” identified by Chrisman a decade earlier became a more common topic as the
industry acknowledged the problem described by Goodchild (1995): “GIS is its own worst enemy: by inviting people to find new uses for data, it also invites them to be irresponsible in their use”.

It is in the early 2000s, along the development of National Spatial Data Infrastructures (NSDI), that the ISO/TC-211 standards about Quality principles and about Quality evaluation procedures were proposed. This epoch also witnessed the arrival of GPS devices for the masses and of Google Map. Nowadays, we find web-based collaborative systems where map users also produce spatial data. We also see easy-to-deploy spatial data mashups mixing data from several sources thanks to powerful web services, free open-source software and mature interoperability standards. Spatial data and services have become mass-market!

As for every new mass market products and services, our society is adapting itself to protect the public against the increased risks of data misuses. Such misuses are increasingly taking place on a regular basis and appearing in popular literature (ex. daily newspapers), court decisions and specialized literature (scientific journals, conferences, workshops proceedings, web sites and blogs). We are witnessing a growing number of workshops about Law and Spatial Data. Meanwhile, the ISO standards about spatial data quality are evolving (cf. ISO-19157) and the scope of interests with regards to spatial data quality is enlarging. Accordingly, a number of concepts are appearing in our community, some of them more regularly than in the past: certification, accreditation, inspection, audit, warranty, quality assessment, quality control, quality assurance, etc.

These concepts are natural ways for a society to organize itself when a mass of citizens is facing increasing risks of misusing given products or services. Such concepts help to define who is responsible or liable for these risks, who absorbs the remaining uncertainty inherent to the use of data once technical means have contributed to reduce this risk. As stated by Bedard (1988), “most of the ways to reduce uncertainty are technical, while most of the ways to absorb the remaining uncertainty are institutional”. Such means characterize a market that is maturing. The goal of this paper is to propose a coherent synthesis of these institutional concepts recently surrounding spatial data quality and to indicate their impact on the data quality research agenda.

2 Professional Services and Products to Assure Quality Processes in the Production of Spatial Data

The first quality concern typically introduced by data producers in their daily operations is a proactive process-driven step aiming at preventing defects. Such an approach is called Quality Assurance (QA) and is defined by ISO-9000 as “all the planned and systematic activities implemented within the quality system, and demonstrated as needed, to provide adequate confidence that an entity will fulfill requirements for quality”. Several spatial data producers are certified ISO-9001; they normally have an obligation of mean but no obligation of result. Consequently, QA is not sufficient since it cannot guarantee the production of quality data. However, in our emerging era of spatial data consumerism, such a guarantee is likely to become mandatory for spatial products and services. According to Morris (1981), to guarantee means “to assume responsibility for the debt, default, or miscarriage of”.

To provide adequate confidence into new products and services, it is common usage to perform an Audit which is defined as “systematic, independent and documented process
for obtaining audit evidence (records, statements of fact or other information) and evaluating it objectively to determine the extent to which the audit criteria (set of policies, procedures or requirements) are fulfilled” (ISO-19011, 2003). Thus, an audit in context of QA, evaluates if the processes and production methods (PPM) are suitable and effective to comply with users’ requirements, with standards or with product or service specifications. Data product specifications are typically defined by the producer and presented as a “detailed description of a dataset or dataset series together with additional information that will enable it to be created, supplied to and used by another party” (ISO-19131, 2007). Spatial data specifications have existed for several decades, especially in photogrammetry, geodesy and topographic mapping and have had a special emphasis on precision and completeness.

A more advanced step towards quality data is the Certification process. The most popular certification in the QA context is ISO-9001. It refers to “the issuing of written assurance (the certificate) by an independent external body that it has audited a management system and verified that it conforms to the requirements specified in the standard” (ISO Management standards). An organisation having an ISO-9001 certificate has demonstrated “its ability to consistently provide product that meets customer and applicable statutory and regulatory requirements” (ISO-9001). To deliver such a certificate, the certification process typically involves a quality audit. An audit made in a certification context can also result in an authorization of using a certification mark on the product (ex.: biologic certified). Certification is frequently used when meeting a standard is mandatory or when nonconforming products cause high risks of loss and damage.

While certification evaluates compliance to requirements or standards, accreditation usually evaluates the competency to certify. In the ISO-9001 context: “accreditation refers to the formal recognition (a certification) by a specialized body (an accreditation body) that a certification body is competent to carry out ISO certification in specified business sectors”. However, accreditation is also the mechanism used by a customer to evaluate a supplier’s competency, processes and production methods, thus requiring a quality audit. ISO-19158 defines accreditation in such a context, i.e. as a “procedure by which a customer assures that its suppliers are capable of consistently delivering the product to the required quality”. This type of customer accreditation has been used by government agencies contracting private companies for the production of highly technical documents such as topographic maps and cadastral maps.

When it relates to individuals competency with spatial data, such QA methods can lead to certifications, accreditations or licenses. For example, the surveyor or the engineer license may be required to have the right to produce certain categories of spatial data and such a license typically requires a bachelor degree from an accredited university program. Another example to indicate a level of competency with spatial data is the certification delivered on a voluntary basis by professional associations like the Canadian Institute of Geomatics, the ASPRS and the URISA. Such certification processes can follow ISO 19122 Qualification and certification of personnel. Finally, short-term diplomas entitled “certificate” can be delivered by education institutions after completion of a small number of courses or by private companies after completion of equipment training (ex. ESRI, Microsoft, CISCO, Trimble certifications).
3 Quality Control Professional Services and Products to Ensure Spatial Data Quality

While QA is a proactive process-driven approach aiming at preventing defects and focusing on the obligation of means, Quality Control (QC) is a reactive product-based approach aiming at finding defects and focusing on the obligation of results. QC directly addresses the quality of spatial datasets, i.e. of the final products. Quality Control (QC) is defined by ISO-9000 as “the operational techniques and activities that are used to fulfill requirements for quality”. To verify each spatial dataset, QC activities such as tests and inspections are performed by skilled people accordingly to quality requirements and specifications. When defects are found, they are reported to managers who can adjust the process chain and QA. Normally, QC answers an obligation of results and can be used as support to produce a commercial guarantee. Such a guarantee is any promise given voluntarily by the producer in writing to the customer, “to reimburse the price paid or to replace, repair or handle goods in any way if they do not meet the specifications set out in the guarantee statement or in the relevant advertising” (Consumer Affairs Act, art.72). A guarantee assumes responsibility for a default but does not guarantee the absence of default. To ensure safety and no risk, there exist many mandatory standards for which products must conform. In this circumstance, certification is practically a necessity. With voluntary standard, certification also certifies conformance to standard and allow products to use certification mark, such as Certified OGC-compliant logo.

4 Levels of Trustability into Professional Activities and Documents with regards to QA and QC

The value of previous QA and QC activities depends on who examines the quality. According to Parker (2005) and Raynolds et al. (2006), there is 3rd, 2nd and 1st party assessments. Each of them has a different level of trust.

A 3rd-party QC or QA assessment is an evaluation made by an independent and neutral outside body. Third-party examination typically entail: (1) an outside audit of an organization’s documentation of requirements compliance if we are in a context of QA or (2) a product quality control inspection in a context of QC. Third-party bodies are typically accredited to be able to assess, inspect or certify. For example in the context of QA, ISO-9001 certification is a 3rd-party certification done by an ISO-9001 accredited auditor. In a QC context, many products are 3rd party certified by laboratories or accredited bodies. Third party assessment is generally viewed as the most comprehensive and accurate method to ensure quality.

A 2nd-party QA or QC assessment is performed by a user or customer to evaluate for themselves the fitness of products or processes. In a QA context, 2nd-party examinations entail audit by them and are often utilized to ensure quality of an organization’s supply chain (ex. ISO-19158 accreditation). In a QC context, one can also assess if a product meets requirements different than those originally intended; it is the case when GIS professionals have contracts from their customers to validate if certain commercial spatial datasets meet his requirements. The latter requirements are usually expressed using spatial data quality elements and techniques described in standards such as ISO-19113, ISO-19114, National Standard for Spatial Data Accuracy (NSSDA) and ASPRS.
A 1st-party QA or QC assessment is a producer’s self-examination of compliance of processes or products with self-defined criteria. Self-inspection and self-audit are regularly made by producers to ensure that their products and processes reach expecting quality. Such self-certifications can be used by the producer to deliver guarantee certificates that spatial data meet quality measures written in the specifications. To increase the trustability of self-certification, organizations can obtain an ISO-9001 certification, meaning that the organization gives oneself the means to produce quality products.

5 Ethics and Legal aspects of Professional Activities

The current state of the law raises many legal aspects related to data quality delivered by spatial data producers, including liability, legal guarantee, citizens’ privacy and copyright to name a few. Insofar, many spatial data producers use liability exclusions and guarantee exclusions about their data such as: (1) no warranty of any kind to the use or appropriateness of the use, (2) no guarantee of completeness or currentness, (3) no obligation to correct defects, errors and to update. When spatial data are distributed in a controlled environment where a contract exists between the producer and the customer (typically two organizations), the liability and guarantee clauses are clearly defined. However, when spatial data are distributed to the general public, there may be a voluntary Commercial guarantee offered by the producer, but there is always a legal guarantee which is the obligation to deliver goods in conformity with the descriptions and specifications in the contract of sale to consumers. According to art.73 of Consumer Affair Act and if we assume that spatial data are goods like other goods, then, they are in conformity with the contract if: “(a) they comply with the description given by the trader and possess the qualities of the goods which the trader has presented to the consumer as a sample or model; (b) they are fit for any particular purpose for which the consumer requires them and which he made known to the trader at the time of the conclusion of the contract and which the trader has accepted; (c) they are fit for the purposes for which goods of the same type are normally used or (d) they show the quality and performance which are normal in goods of the same type and which the consumer can reasonably expect”. Such obligation may extend to a given period.

Besides laws to protect consumers, there also exist obligations for professionals which are dictated by contracts, codes of ethics and laws. According to Gervais (2003), contractual obligations of GIS Professionals include: (1) to consider user requirements and wishes, (2) effectiveness, (3) to verify and control spatial and descriptive dimensions, (4) to ensure technology compatibility, (5) to ensure evolution capabilities, and (6) to ensure database monitoring. Injuries sustained due to breach of contract, negligence or misfeasance are awarded by monetary compensation. Most codes of ethics have similar guidelines based on concept of morality. In the GISCI code of ethics, we can find guidelines such as: “encouragement to make data and findings widely available, to document data and products, to be actively involved in data retention and security, to show respect for copyright and other intellectual property rights, and to display concern for the sensitive data about individuals discovered through spatial or database manipulations” (Craig et al., 2003). If a professional violates a code of ethics, his licence or certificate can be revoked.
6 Conclusion

As spatial data are entering the consumer world, a new era of rights and obligations has begun. Nowadays, many users de facto perceive spatial data as reliable for their usages. Their perception of quality is different than that of experts. The increasing number of incidents and accidents involving spatial data is driving Society to protect these users against the risks of data misuses. Accordingly, we see a growing number of workshops, conferences, blogs and publications involving Law and Spatial Data. Such trend suggests Society is maturing regarding digital spatial products. Nevertheless, if someone complains about damages and wants to know who is liable for the quality of the data involved, do we know immediately what to look for? If the answer is “no”, then research is still needed to offer Society the services required and to stand in court as experts in front of judges. To provide professional answers, we must expand our R&D horizons towards the concepts of QA and QC. Accordingly, we started by investigating which type of services (audit, inspection, certification, etc.) can be performed by who (1st, 2nd and 3rd party) regarding what (system, product, individual). Analysing the pertinence of consumer affair acts for spatial data and a cross national comparison should be next.
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Abstract

We present a new probabilistic method for digital surface model generation from optical stereo pairs, with an expected ability to propagate errors from the data to the final result, providing spatial uncertainty estimates to be used for quantitative analysis in planetary or Earth sciences. Existing stereo-derived surfaces lack rigorous, quantitative error estimates, and we propose to address this issue by deriving a method of error prediction, rather than error assessment as usually done in the area through the use of reference data. We use only the information present in the available data and perform the prediction using Bayesian inference. We start by defining a forward model, using an adaptive radiometric change map to achieve robustness to noise and reflectance effects. A priori smoothness constraints are introduced to stabilize the solution. Solving the inverse problem to recover a surface from noisy data involves fast deterministic optimization techniques. Though the reconstruction results look satisfactory, we conclude that uncertainty estimates computed from two images only are unreliable, which is due to major limitations of stereo, such as non-Lambertian reflectance and incorrect spatial sampling, which violate our underlying assumptions and cause biases that cannot be accounted for in the predicted error budget.

Keywords: Bayesian inference, probabilistic modeling, digital photogrammetry, stereo, DSM generation, image processing.

1 Introduction

Stereo optical images are still widely used to generate digital surface models (DSM). Commercial cameras exhibit increasingly higher resolution, signal-to-noise ratio and dynamic range, so that the uncertainty in topographic measurements is expected to shrink accordingly. In this study, we show that not only this is not happening, but there are also fundamental limitations that make error prediction unreliable in practice, despite a rigorous probabilistic treatment of the problem.

We wish to predict the DSM accuracy, rather than assess it using reference data sets as done usually. Moreover, we want to capture the spatial variability of this error and its spatial correlation which has an impact in most applications as noticed by (Wechsler and Kroll, 2006). Many 3D reconstruction methods have been developed in the computer
vision community (Brown et al., 2003), however they do not provide quantitative error estimates. Some attempts have been made to predict the accuracy (Davis et al., 2001) based on local terrain characteristics and a qualitative matching quality measure, however these approaches do not directly take into account the data and the spatial variability of stereo cues. Bayesian approaches (Bernardo and Smith, 1994) to stereo disparity estimation have been developed (Cheng and Caelli, 2007) but do not explicitly produce error maps, and the data terms are not really adapted to photogrammetry as the method was mainly designed to handle computer vision problems with indoors imagery. We propose to use the image information content to compute the uncertainty, as the presence of edges, texture and noise can have a dramatic impact on it. A rigorous probabilistic modeling of data formation followed by Bayesian inference enables us to build a probability density function (pdf) of the disparity map, that helps provide a DSM with an associated error map via a geometric transform (known or estimated via calibration).

2 Bayesian stereo disparity inference

We extend here the approach first presented in (Jalobeanu et al., 2010). Within a probabilistic framework, all the parameters are random variables, which helps to account for the randomness of phenomena affecting observations (noise, radiometry) and the underlying variability of the object of interest (DSM or disparity map). Bayesian inference makes use of available knowledge expressed by specifying a priori pdfs, and combines it with a data formation model to derive the a posteriori pdf of the object given the data. The idea is to use Bayesian networks (Jordan, 1998) to model all variables and causal relations between them, in order to form a joint pdf by simply multiplying all the prior and conditional pdfs. Fig. 1 shows the proposed network, where nodes represent variables, converging arrows conditional pdfs and terminal nodes prior pdfs. Observed variables or data are in gray, fixed variables (whose estimation is beyond the scope of this paper) are in blue. One typically has to integrate out unwanted variables, thus performing a marginalization, ending up with a marginal pdf proportional to the sought posterior.

**Figure 1.** Directed graphical model or Bayesian network that helps to build the joint pdf.

We define a local area matching (Brown et al., 2003) method as follows, considering a fixed patch $I^1$ on image $Y^1$ and a moving patch $I^2$ extracted from $Y^2$ by assuming a uniform shift (determined by the local disparity), the resampling being done via Spline interpolation (Thévenaz et al., 2000) in order to minimize sampling artifacts or aliasing (Jain, 1989). To account for additive and multiplicative radiometric changes between windows $I^1$ and $I^2$, we assume a linear transformation of the pixel values with local parameters $a$.
and $b$. We also assume the noise to be Gaussian of mean 0 and variance $\sigma^2$. These parameters are assumed constant over the window support. The conditional Gaussian pdf writes:

$$P(I^1 | I^2, a, b, \sigma) = \prod_i \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(I^1 - a I^2 - b)^2}{2\sigma^2}}$$

(1)

Integrating with respect to the three local change parameters gives the following expression of the likelihood, where $c$ is the normalized correlation coefficient:

$$P(I^1 | I^2) = \int_a \int_b \int_{\sigma} P(I^1 | I^2, a, b, \sigma) \, da \, db \, d\sigma \propto (1 - c^2)^{-\alpha} F_\alpha(c)$$

(2)

where $\alpha = (n - 3)/2$, $n$ being the number of pixels of the patch. The attenuation function $F_\alpha$ arises from the constraint $\alpha = 0$ and involves the error function erf:

$$F_\alpha(x) = 1 + \frac{\alpha}{\sqrt{\pi}} \int_0^x \frac{e^{-t^2}}{t} dt$$

(3)

This mapping from correlation to likelihood is the main originality of the proposed method. It is illustrated in Fig. 2 which shows how a cost function (the -log likelihood) based on this approach behaves, for a 5x5 window, penalizing negative and small values of the correlation.

Now we form the joint likelihood as the product of local likelihoods, assuming independence, where the $k$-th patches explicitly depend on the data and the local disparity parameter $\Delta_k$:

$$P(Y^1 | Y^2, \Delta, \theta) \propto \prod_k P(I^{1k}(Y^1) | I^{2k}(Y^2, k, \Delta_k, \theta))$$

(4)

The sought posterior is proportional to the joint likelihood times the prior:

$$P(\Delta | Y^1, Y^2, \theta, \omega) \propto P(Y^1 | Y^2, \Delta, \theta) P(\Delta | \omega)$$

(5)

The prior model for the disparity (or DSM) is defined by a first order Markov Random Field (Li, 1995) which helps constrain the smoothness of the solution, with a global regularization parameter $\omega$ (assumed fixed in this work):

$$P(\Delta | \omega) = \frac{1}{Z_\omega} e^{-\omega \Phi(\Delta)} \quad \text{with} \quad \Phi(\Delta) = \sum_{i,k \sim i} (\Delta_i - \Delta_k)^2$$

(6)

where $Z_\omega$ is a normalizing constant.

We refer to (Jalobeanu et al., 2010) for a description of the inference algorithm. A fast, deterministic optimization algorithm based on Loopy Belief Propagation (Sun et al., 2003), applied to the posterior (5), is used to generate the DSM. The input is a set of lowpass-filtered, sampled likelihood terms, and the processing is done in a multiscale framework using a pyramid decomposition (Jain, 1989). The uncertainties are essentially derived from the shape of the likelihood functions at the optimum, and in the following we examine the issues related to these functions.

### 3 Intrinsic limitations: unpredictable biases

#### 3.1 Fundamental assumptions and their consequences

The ability to predict local uncertainties depends on the consistency of the likelihood terms. These terms embed the local information carried by the data as a pdf of the local
disparity without any prior information. A bias is judged significant when the true disparity lies outside a predefined confidence interval. Unfortunately we observed enough significant biases (outside 95% and even 99% confidence intervals) to raise concerns about the reliability of the method. Indeed, a number of spatial locations suffers from error underestimation as the bias can not be predicted. After analysis it appears that the limitations are mainly due to the intrinsic quality of the data and not to algorithmic simplifications. For this analysis we went back to the basic assumptions and investigated their effects (see Table 1 for a summary).

Figure 3 illustrates the two major types of artifacts that affects stereo photogrammetry that we want to point out. The likelihood pdfs $P(I_1|I_2)$ computed using (2) are shown and the bias is clearly visible in both cases, as the bulk of the pdf is far from the true elevation, checked during field work. Artifacts are due to undersampling (Jain, 1989) or image aliasing are strongest on high spatial frequency objects such as truck tracks in the sand, and the pdfs are so narrow that the final optimization stage using the smoothness prior (6) does not help to remove them. Aliasing is an intrinsic property of data and reflects a deliberate choice in the optical design (people like sharp images!). It can be reduced if a frequency space lowpass filter is employed (Jain, 1989) but with a loss in spatial resolution (factor 2 or higher). A drawback of such a filtering is the amplification of the radiometric errors described below, which was confirmed on simulations.

Radiometric changes were accounted for in a simple manner with a reasonable number of parameters (3, for about 20 data points) as defined in (1). Obviously this is insufficient in some cases, as on the edge of the tennis court (the reflectance depends on the viewing angle and changes within the patch area, despite the small size of the patch). Such cases are not uncommon in nature, as reflectance properties are spatially variable and rarely Lambertian. It is difficult to address this issue without significantly increasing the number of parameters of the radiometric model and ending up overfitting the data. The uniform parameter assumption is unavoidable and yields yet another intrinsic limitation of stereo.

Compression noise is neither white nor Gaussian; its spatial structure can induce outliers, and is commonly found in satellite or planetary data due to communication bandwidth constraints, however aerial cameras do not have such concerns. On the other hand, the uniform motion assumption is independent of data quality, and causes well-known flattening effects when the patch covers multiple objects or complex terrain. Such biases are related to slope, curvature and roughness, but not in a simple way that would help cancel or identify them. Finally the independence assumed between area-based data terms in (4) is questionable, as some overlap might be tolerated in order to achieve a satisfactory spatial resolution of the final DSM. With 5x5 patches one typically estimates a disparity every 2x2 pixels. While the dependence is obvious in this case, it is not clear how to evaluate it, or if joint likelihoods of two neighboring areas could be integrated at all in this methodology. In any case the related biases are negligible compared to radiometric or aliasing biases, as simulations have shown.
Table 1. Main assumptions made, actual real data properties and related unpredictable bias.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Real data properties</th>
<th>Observed bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform radiometric change parameters</td>
<td>Spatially-varying non-Lambertian brdf</td>
<td>Artifacts</td>
</tr>
<tr>
<td>Correct sampling</td>
<td>Undersampling (aliasing)</td>
<td>Aliasing artifacts</td>
</tr>
<tr>
<td>Uniform motion</td>
<td>Strong topography variations, multiple objects</td>
<td>Fattening effect</td>
</tr>
<tr>
<td>White Gaussian noise</td>
<td>Correlated noise (compression)</td>
<td>Isolated outliers</td>
</tr>
<tr>
<td>Independent data terms</td>
<td>Overlapping windows</td>
<td>Uncertainty errors</td>
</tr>
</tbody>
</table>

3.2 Bayesian DSM generation from digital aerial images: an illustration

A series of aerial images were acquired in 2009 over the Portuguese coastline between Troia and Sines, at 20 cm ground sampling distance (GSD) and using an Intergraph DMC camera, with 60% overlap to allow for a stereo processing. One of the images is shown in Fig. 4, with the corresponding DSM reconstruction at 40 cm GSD in shaded relief and color. The direct georeferencing was insufficient, so control points had to be used to correct the orientation. The DSM was generated in the image space with the proposed method, and then resampled in UTM coordinates to be used within a cliff erosion monitoring project (Jalobeanu et al., 2010). Computing the topography variation with an error map is easily done by subtracting two multidate DSMs and adding the error variances. This enables one to check the statistical significance of the computed elevation changes, provided that the uncertainties are consistent. The DSM looks satisfactory after a preliminary inspection; a validation procedure using RTK GPS tracks as ground truth is in progress.

The trench on top left of the area is an aliasing artifact, but could easily be interpreted as an actual change if we were to trust the estimated errors (see Fig. 3). We notice that the vegetation appears in the DSM, as expected, but raises an important question about the relevance of surface-related error maps (even when they are consistent with the true surface) when most users are interested in topography.

Figure 4. Results: from left to right, image 1, shaded-relief DSM and color-coded DSM(UTM/WGS84 projection, coordinates in meters, arbitrary origin).
3 Conclusion

Fundamental limitations impede the robust estimation of the spatially variable uncertainty related to surface models. They are due to departures from assumptions, some of which are related to intrinsic data quality issues (sampling, noise), while the others reflect the insufficiency of stereo images to constrain all the physical parameters involved in image formation (radiometry and geometry). Filtering the images, multiplying the number of observations and reducing the parallax might help reduce some of the biases but could also increase some others. In any case, if camera manufacturers avoided undersampling and compressing, two important sources of bias would be eliminated and the error prediction would be improved.

Nowadays, to obtain reliable and topographically consistent error bars, one may consider using LiDAR data (when available), for which the error propagation is more straightforward to perform, as range measurements are made directly.

We have shown examples of failures in error estimation, however the frequency of these failures in real data is still unknown; experiments are in progress to assess the robustness of error estimation using dense reference data sets and determine in what cases the proposed uncertainty map can be used, especially when only stereo data are available for practical reasons.
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Abstract

Vicarious calibration of remote sensors requires the identification of suitable ground targets (GTs). One criterion for suitable ground targets is that they should be spatially uniform. Traditionally, this assessment has been performed by calculating the coefficient of variation within a small window (e.g., 3×3, 5×5 pixels). More recently the Getis statistic, Gi*, calculated within a similar window has been used to help identify appropriate targets. This paper considers the use of Gi* in more detail and uses it alongside the variogram to obtain a more detailed understanding of the spatial structure of the site. This knowledge was used to identify a wider range of possible targets. It is further suggested that this knowledge could assist in the understanding of the spatial-temporal dynamics of the site and will be helpful for planning site visits for in situ data acquisition.

Keywords: Vicarious calibration, ground targets, LISA, Getis, variogram.

1 Introduction

Calibration and validation (Cal/Val) is emerging as a key component of data quality research in remote sensing. Post-launch calibration of remote sensors is an area of active research. Some onboard systems have been devised but an alternative, vicarious calibration, is often used.

Vicarious calibration uses ground targets (GTs) with known reflectance properties. This knowledge is combined with an atmospheric correction model. The remotely sensed measurements can then be validated against the known properties of the target (Thome, 2001).

Various criteria are imposed for the selection of appropriate GTs, as outlined by Thome (2001). These are: (1) high reflectance (> 30%), (2) high elevation (>1000 m), (3) high spatial uniformity, (4) temporal stability, (5) lambertian surfaces, (6) high spectral uniformity and (7) accessibility. High altitude arid areas and dry lake beds are often considered to meet these criteria. Example calibration sites include Railroad Play, Nevada and Tuz Gölü, Turkey. The GT is a subsection of the site.

This paper focuses on criterion (3), spatial uniformity. There remain open questions regarding the (i) criteria for spatial uniformity, (ii) how it should be assessed and (iii) what the implications are for sampling in the field. Typically the uniformity of a site is
determined first from remotely sensed data (Bannari et al., 2005). When a suitable site has been found a field visit is undertaken in order to characterize the spectral properties of the GT.

The uniformity of a site is assessed typically by calculation of the coefficient of variation (CV = s / m, where s is the standard deviation and m is the mean) within a small fixed window (e.g., 3×3, 5×5, 9×9 pixels). Contiguous areas with a CV < 3% are considered to be spatially uniform (Bannari et al., 2005). Recently some authors have questioned the use of the CV as the only measure of uniformity (Bannari et al., 2005; Gurol et al., 2008; Odongo, 2010). They noted that the CV is not a spatial statistic and, since it is standardized, adjacent windows can have similar CVs, but quite different means. This has led to the same authors proposing that the Getis statistic, Gi*, be used in conjunction with the CV to identify spatially uniform areas. Gi* is a local indicators of autocorrelation (LISAs). The Gi* has also been calculated within fixed small windows. This has been useful for identifying appropriate areas for vicarious calibration, where appropriate is judged to mean bright areas with low variance.

The objective of this paper is to elaborate further on how both local and global measures of autocorrelation might be used to help identify suitable GTs. In particular, the use and meaning of the Gi* is considered in greater detail than in the above-listed papers. It is also calculated within much larger windows.

2 Study site and data

The site used was Tuz Gölü, which is candidate Cal/Val site, as endorsed by the Committee on Earth Observation Satellites (CEOS). It is approximately 150 km southeast of Ankara, Turkey (latitude: 38.83°, longitude: 33.33°). It is an ephemeral saline lake, approximately 50 km wide and 80 km long. During the summer the lake dries out exposing a salt flat. It is this exposed salt flat that provides the possible calibration target (Gurol et al., 2008).

The data used for this research was a Landsat 5 image from 31 August 2009. This was atmospherically corrected using the ATCOR-2 program and the MODTRAN mid-latitude summer atmospheric profile. This yielded the hemispherical directional distribution function (HDRF) value of reflectance. For analysis the NIR band 4 was chosen (see Figure 1). This has a pixel size of 30 m.

3 Methods

Two methods were used to provide information about the global and local autocorrelation. These were the variogram and Gi* statistic respectively.

3.1 The variogram

The variogram is defined as half the expected squared difference for a given geographical separation (Webster and Oliver, 2001). The sample variogram is calculated from the data, x, as:

\[ \hat{\gamma}(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} (X(u_i + h) - X(u_i))^2 \]  

(1)

Where u indicates location and h is the separation or lag. The variogram rises to the sill at the range. Two points separated by a distance greater than the range are uncorrelat-
ed. The nugget has a duel interpretation as measurement error or spatial autocorrelation at lags shorter than the minimum sample separation. In this research the sample variogram was used as an exploratory tool to help understand the nature of the spatial autocorrelation.

It is important to realize that the value of \( \gamma \) is dependent only on the lag and not the actual location. This is the stationarity assumption. The variogram does not provide information about a value at a particular location, only how it is correlated with another value at a specific lag.

3.2 The Getis statistic

The Getis statistic, \( G_i^* \), is a local indicator of autocorrelation (LISA) (Getis and Ord, 1996). It is defined as follows:

\[
G_i^*(d) = \frac{\sum w_{ij}(d)x_j - W_i^* \bar{x}}{s[W_i^*(n-W_i^*)/(n-1)]^{1/2}}
\]

where \( w_{ij}(d) \) is a symmetric binary weights matrix where \( w_{ij} = 1 \) for all pixels found within distance \( d \) of pixel \( i \) and \( w_{ij} = 0 \) for all pixels found outside \( d \) and \( x \) is the pixel value. \( W_i^* \) is the number of pixels within the distance \( d \) (i included). \( \bar{x} \) and \( s \) are the mean and standard deviation for the entire image. For this research \( d \) was defined in terms of a radius, although previous authors used a window (e.g., \( 3\times3 \) for \( d=1 \) pixel, \( 9\times9 \) for \( d=4 \) pixels). The \( G_i^* \) was investigated for a wide range of \( d \), from \( d = 30 \) m through to \( d = 990 \) m \((67\times67)\).

Positive values of \( G_i^* \) indicate a cluster of values that are larger than the mean (bright clusters), whilst a negative value indicates relatively dark clusters. The \( d \) for which \( G_i^* \) is a maximum can be interpreted as the maximum extent of the local autocorrelation (Getis & Ord, 1996).

The \( G_i^* \) values may be further interpreted in terms of the properties of the normal distribution. For example, values greater than 1.96 or less than -1.96 are indicative of significant clustering \((0.05)\). The intermediate values may arise due to a lack of clustering or to clustering around the mean. The \( G_i^* \) is unable to distinguish between these.

4 Results

At the first stage the whole lake was considered (Gurol et al., 2008; Odongo, 2010). The summary statistics are shown in Table 1. The histogram of HDRF values and the \( G_i^* \) statistics, computed within for \( d = 30 \) m are shown in Figure 1. The lake was not completely dry and the large area of negative \( G_i^* \) values is associated with a water body. There was a large area of positive \( G_i^* \) values towards the north of the lake, but much of this area does not exceed the +1.96 threshold.

This simple analysis raises the question of whether the lake should be further analyzed as a whole. It is known that the water body will not be appropriate as a vicarious calibration target. Furthermore, the histogram of HDRF values is highly skewed and the surface is clearly non-stationary from the perspective of geostatistical analysis. From this preliminary analysis the decision was made to work further on a subset of the lake to the north of the water body.
Table 1. Global statistics for the lake and lake subset as well as for the identified bright and dark GT. HDRF is expressed as a percentage.

<table>
<thead>
<tr>
<th>Image</th>
<th>Min</th>
<th>Mean</th>
<th>Median</th>
<th>Max</th>
<th>SD</th>
<th>CV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole</td>
<td>0.3</td>
<td>53.3</td>
<td>58.0</td>
<td>81.7</td>
<td>13.2</td>
<td>24.7</td>
</tr>
<tr>
<td>Subset</td>
<td>31.3</td>
<td>59.2</td>
<td>59.0</td>
<td>73.0</td>
<td>2.9</td>
<td>4.9</td>
</tr>
<tr>
<td>Bright GT</td>
<td>32.0</td>
<td>61.6</td>
<td>61.7</td>
<td>70.3</td>
<td>2.0</td>
<td>3.3</td>
</tr>
<tr>
<td>Dark GT</td>
<td>34</td>
<td>57.0</td>
<td>57.1</td>
<td>67.3</td>
<td>1.4</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Figure 1. Whole lake NIR. Left: HDRF (%). Middle: Histogram HDRF values. Right: Gi* for \(d=30\) m. ++(--) indicates Gi* greater (less) than, +(−) indicates Gi* between 0 and 2(−2).

Figure 2. Lake subset. Upper shows Gi* values for \(d=30\) m, \(d=90\) m and \(d=480\) m. Lower shows the bright and dark areas for the same \(d\). For key see Figure 1.

The summary statistics for the lake subset are shown in Table 1. From the histogram it was clear that the distribution of HDRF values was symmetric. The HDRF for the subset was high, with a minimum value above the required threshold. The CV for the whole target was low (4.9%). The Gi* computed for \(d=30\) m, \(d=90\) m (9×9) and \(d=480\) m (33×33) are shown in Figure 2. There are three important related points to note. First, the Gi* values tended to increase in magnitude as \(d\) increased. This was also the case for
This suggested that the range of local autocorrelation has not yet been reached. Second, the possibility to identify large contiguous patches of relatively bright or relatively dark areas increased as the window size increased. Finally, both relatively bright and relatively dark areas may be suitable since both will fall above the 30% reflectance threshold.

Analysis of the directional variograms revealed clear directional anisotropy. There was also evidence of a trend on location. The variograms were recalculated after first removing a polynomial trend on location. This removed the anisotropy. The omnidirectional variogram is shown in Figure 3. It is clear that the sill is not reached until after 8000 m. This is large by comparison to the maximum window size for which Gi* was calculated.

![Figure 3. Omnidirectional variogram (polynomial trend on location) for the lake subset.](image)

The largest contiguous relatively-bright and relatively-dark areas were identified using the Gi* values for $d = 480$ m window size. For the dark area, there was a small patch with much lower Gi* values. This was masked from further analysis. Summary statistics for these two areas are shown in Table 1. Both have an average reflectance above 30% and a CV of 3% or lower, they are both suitable GTs.

## 5 Discussion

Previous research has analyzed the whole of the candidate site by calculating Gi* and CV within a small window. This has allowed the identification of suitable GTs (Bannari et al., 2005; Odongo, 2010); however, it is proposed that a richer understanding of the spatial structure could be obtained.

The first step was to mask out areas that were clearly unsuitable. The remaining area was above the required 30% HDRF and had a low CV of 4.9%. Variogram analysis revealed that global spatial autocorrelation was present until after 8000 m and there was clear evidence of a trend on location. This is important information, since both would need to be accounted for when undertaking fieldwork to characterize the at-surface reflectance of the target.

The Gi* continued to increase as $d$ increased. Hence significant local autocorrelation may be present where it was not identified in previous studies, owing to the small window sizes used (e.g., 3×3, 5×5). This is to be expected, given that the variogram range was substantially larger than the window size.

Previous studies only considered relatively bright areas. In this study, both relatively bright and relatively dark areas could be considered, since both were above the 30%
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HDRF threshold. Following the argumentation of Getis (1994), it was expected that the CV of these areas would be below the global CV and that was confirmed in this study (Table 1). This represents a step forward from previous studies. Studies based only on CV could not identify these patches whereas those that used the Gi* were restricted to identifying bright areas within small windows.

Despite the progress made, unanswered questions remain. First, this analysis needs to be translated into a methodology for identifying suitable GTs for multiple images and multiple bands. Clear rules and automation are required to achieve this. Second, this research used quantile values based on the normal distribution (1.96 at 95%). Getis & Ord (1996) indicated that this may be inappropriate because of the overlap between windows, but did not provide guidance for such large images. This matter requires further investigation. Finally, it is unclear whether true local autocorrelation has been identified or whether these are simply areas of generally low or high values (Ord and Getis, 2001). In one sense this is unimportant, since the overall goal was simply to identify sufficiently bright targets with low variability. Nevertheless, a fuller understanding of this issue would be useful, not least because this study actually chose to mask out a particularly intense hot spot.

6 Conclusions

The analysis conducted in this paper led to greater insight into the spatial structure of a proposed Cal/Val site. This is useful for four reasons. First, it may be possible to identify larger areas than were obtained previously. Second, it may help to understand the spatial dynamic of change over time. Third, it may be helpful for field sampling. Finally, the information may be applied to different sensors with different spatial resolutions.
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Abstract

With the development of Remote Sensing technology, raster data is widely accepted in fields, such as geo-science and landscape ecology, for its convenience for storage, analysis, sharing, and displaying. There is a large need to convert other sources of data, such as vector data, to raster format by the process of rasterization. However, rasterization is accompanied by information loss, which results in rasterized stair-shaped maps cannot precisely represent the vector data. Errors always exist, no matter how fine the raster cell is. This makes area measurement value calculated from the rasterized data can be unpredictable. Although former researchers have made some efforts to reveal and model the variation of area measurement errors, this old but important issue has not been resolved yet. This paper makes a comprehensive review of the existing contributions. We mainly focus on issues such as the factors influencing the errors. In the conclusion part, the authors also discuss some urgent relevant issues which need to be resolved in the future.

Keywords: Area measurement error, Rasterization, Rasterizing method.

1 Introduction

Rasterization is a process accompanied by information loss as a result of inconsistency of vector edges with raster cell boundaries (Piwowar et al., 1990; Liao and Bai, 2009). Discrepancies always exist along the rasterized vector edges, which lead to a difference of measured area between rasterized data and original vector data. However, this kind of error has not been seriously considered owing to the fact that rasterized data do look like the same as the vector data (Dunn et al., 1990). Even though it risks causing the users to make a totally wrong decision, nearly all users directly, or, only by visual assessments, utilize the area measurement from rasterized data, without concerning the magnitude of errors. In fact, there may be large differences in number and location among the rasterized data, which are not acceptable, especially when huge amounts of data are exchanged between people and systems (Van Der Knaap, 1992).

As a risk for misuse of area measurement from rasterized data and lack of concern for area measurement errors by users and researchers, motivated by a desire to make an alert for a careful use of this kind of area measurement, this paper reviews the existing contributions of former researchers and gives an overview on area measurement errors caused by rasterization. The remainder of this paper is structured as follows. In section 2, area measurement errors are formulated and discussed from two different standpoints, absolute error versus relative error and numerical error versus spatial error respectively. Sec-
tion 3 analyzes the factors which may influence the magnitude and distribution of area measurement errors. Finally, section 4 draws conclusions and proposes some potential issues which need to be resolved in the future.

2 Area measurement error

Representing random direction and length vector polygon boundaries with fix-sized square cells will produce stair-shaped raster data (Figure 1). No matter how small the cell size is, errors always exist, because raster data cannot be perfectly consistent with vector data. Hence, some error indicators should be employed to assess the discrepancies before and after rasterization.

![Figure 1. The error caused by rasterization](image)

2.1 Absolute error versus relative error

The discrepancy between raster data and vector data is called Absolute Area Error (AAE), and its units often are m², hectare, and km². Dividing the AAE by the area before rasterization, we get Relative Area Error (RAE). RAE is normally represented in percentage format (%).

\[
AAE = \text{Area after rasterization} - \text{Area before rasterization} \tag{1}
\]

\[
RAE = \frac{\text{Area after rasterization} - \text{Area before rasterization}}{\text{Area before rasterization}} \tag{2}
\]

AAE is mostly used for operational applications, while RAE is more significant for designers and managers. For example, RAE of agricultural land is of concern to governmental officials for food security in a country, whereas AAE is relevant to a family who aim to determine how many seeds should be bought for planting. In geo-scientific circle, it is generally accepted that RAE is more meaningful and reasonable than AAE (Frolov and Maling, 1969; Liao and Bai, 2009).

2.2 Numerical error versus spatial error

AAE and RAE are easy for calculation; therefore they are largely employed for evaluation of rasterization results. However, the compared area value is only a numerical value, and the positional changes have not been considered. AAE or RAE, which has a value of zero, cannot imply that the position of a polygon remains unchanged. In other words, although there is a great spread of each category and the location of the assigned cells, and the land is poorly classified, the area of each category can still be accurately estimated, which may confuse the user and mislead the manager to make a wrong decision (Van...
Der Knaap, 1992; Hollister et al., 2004). So here, considering whether the area measurement error concerns positional displacements, we define AAE and RAE as Numerical Error (NE), and those errors with concerns of spatial changes as Spatial Error (SE).

Numerical error stabilizes at a large extent (Hollister et al., 2004). In a GIS environment, it is especially important to retain the same spatial coverage of each polygon after rasterization, which has motivated us to pay more attention to spatial error (Piwowar et al., 1990).

Relative Commission Area Error (RCAE) and Relative Omission Area Error (ROAE) are defined as:

\[
RCAE = \frac{\text{Commission area}}{\text{Area before rasterization}}
\]

\[
ROAE = \frac{\text{Omission area}}{\text{Area before rasterization}}
\]

AAE and RAE can also be calculated from RCAE and ROAE by:

\[
AAE = (RCAE - ROAE) \times (\text{Area before Rasterization})
\]

\[
RAE = RCAE - ROAE
\]

3 Influencing factors for area measurement errors

Based on the process of rasterization, we classify the influencing factors into three categories: (1) characteristics of grid mesh or vector data: grid cell size, polygon size and polygon shape; (2) relative overlay relationships: relative position and relative orientation; and (3) rasterization methods: classification assignment algorithm.

3.1 Grid cell size, polygon size and cell/polygon size ratio

Cell size and polygon size play a key role in affecting the magnitude and distribution of area measurement errors. Increasing polygon size will decrease area errors (Dunn et al., 1990). Actually, cell size and polygon size is a pair of relative values. Researchers always study the error changes affected by one value after fixing the other one.

Cell/polygon size ratio is more meaningful and significant, such that a reduction of error is observed as cell/polygon size ratio decreases (cell size becomes much smaller than polygon size) (Frolov and Maling, 1969; Piwowar et al., 1990; Carver and Brunsdon, 1994). Theoretically, the area measurement error is proportional to the square of cell/polygon size ratio, which means the error should reduce by half when the ratio decreases to ¼ (Switzer, 1975). In general, the total area error will remain quite consistent and drop below 3% after the cell/polygon size ratio decreases to 1/10 (Congalton, 1997; Shortridge, 2004). However, this relationship is indistinct when cell/polygon size ratio is large (larger than 0.5) (Brunsdon and Carver, 1991). There are no significant errors when the polygon is large enough relative to the cell size (Wade et al., 2003).

Practically, it is more attractive to find out how to choose an appropriate cell size. Basically, four rules can be employed. (1) set the cell size as the smallest polygon (or ½, or ¼ of this area) to maintain the accuracy of the data (Switzer, 1975; Congalton, 1997). If a cell size is larger than ½ of the smallest polygon, 100 percent errors should be expected for the smallest polygons (Wehde, 1982). (2) set the cell length equivalent to the smallest vector distance between two points (Seong and Usery, 2001). (3) consider the national
map accuracy standard relating to the nominal scale of the vector data. (4) consider the cell size of raster products of the relative nominal scale (Shortridge, 2004).

### 3.2 Polygon shape

The concept of polygon shape is much richer than polygon size, which makes it impossible to differentiate all shapes only by a single index (Forman, 1995). Some shape indices, such as boundary index, angular complexity, perimeter area ratio, fractal dimension, shape index and so on, have been used to reveal and model the relationship between shape variation and rasterization errors (Carver and Brunsdon, 1994; Congalton, 1997; Longley et al., 2001). Shapes of the features can be dramatically changed after rasterization: elongated river polygons may be omitted while circles will never be split into multiple polygons. Generally, to a map of constant extent, area measurement errors are affected by boundary length and boundary complexity. An increase of the total boundary length of each category will enlarge area errors (Shortridge, 2004). The more complex the region is, the larger the error becomes (Carver and Brunsdon, 1994; Liu et al., 2001).

### 3.3 Relative position

Relative position between a map and a grid mesh affects the accuracy of rasterization. A small polygon may be lost if the grid mesh is on one position, while it may be included if the grid mesh is shifted (Congalton, 1997). In statistics, this error can be compensated by repeating the rasterization process several times on different random positions (Frolov and Maling, 1969). In practice, it is time-consuming and costly, so the grid origin is often located at one corner of the source data, typically the lower-left corner (Shortridge, 2004). Although relative position is a significant source of area measurement variation for individual polygons, the numerical error of a whole map will only change slightly by position shifts, especially for smaller cell sizes (Wehde, 1982; Shortridge, 2004).

### 3.4 Relative orientation

Orientation could be a considerable interest for area measurement errors, especially for elongated features, whose area calculations may be largely affected by various orientations (Congalton, 1997; Shortridge, 2004). Area measurement errors caused by orientation are unpredictable (Kam et al., 2000). In common sense terms, the raster grid cell will be oriented parallel to the coordinate system of the source data (Carver and Brunsdon, 1994).

### 3.5 Rasterizing methods

There are mainly three very popular rules for cell attribute assignment during rasterization.

1. Largest Area Rule: the category of the largest area in a cell zone is assigned to the whole grid cell. If more than one cut of the same category are located in one cell, summation is taken for comparison (Congalton, 1997).

2. Central Point Rule: the category located at the central point of the cell is assigned to the whole grid cell (Nichols, 1975; Shortridge, 2004).

3. Highest Weight Rule: the most important category, which owns the highest weight in the cell, is assigned to the whole grid cell (Congalton, 1997).
Most commonly, the largest area rule is employed, but it greatly depends on the shape and pattern of polygons (Zhou et al., 2007). As long as polygon size is large enough relative to cell size, the rasterizing method appears to have little effect on area measurement errors (Shortridge, 2004).

4 Discussions and conclusions

Although some researchers have dedicated to reveal the relationships between influencing factors and area measurement errors, no quantified results have been widely accepted yet. There is still an urgent need to model and evaluate these area measurement errors (Dunn et al., 1990), especially in the following aspects:

(1) Quantify the influencing factors. Most researchers concentrate on the influence of cell size on area measurement errors, while only few researchers investigate other factors. However, all factors, except for cell size, are not quantified clearly, which make it hard to reveal the influencing mechanism precisely.

(2) Model the variation of spatial errors. In GIS environment, except for the numerical changes of area measurement errors, spatial changes are more attractable to precisely represent vector data by raster format.

(3) Explore algorithms to minimize area measurement errors. Some algorithms have been designed to minimize area measurement errors caused by rasterization (Zhou et al., 2007; Liao and Bai, 2009). However, none of them has been used in commercial software.

(4) Label errors in the raster data. Area measurement errors cannot be omitted from the rasterization process. Therefore, mechanism should be designed to label the spatial distribution of errors, such as error maps, which can promote the raster data to be used accurately and efficiently.
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Abstract

This paper explores multiphase or infill sampling to reduce uncertainty after an initial sample has been taken and analysed to produce a map of the probability of some hazard. New observations are iteratively added by maximising the global expected value of information of the points. This is equivalent to minimisation of global misclassification costs. The method accounts for measurement error and different costs of type I and type II errors. Constraints imposed by a mobile sensor web can be accommodated using cost distances rather than Euclidean distances to decide which sensor moves to the next sample location. Calculations become demanding when multiple sensors move simultaneously. In that case, a genetic algorithm can be used to find sets of suitable new measurement locations. The method was implemented using R software for statistical computing and contributed libraries and it is demonstrated using a synthetic data set.

Keywords: Iterative sampling, adaptive sampling, infill sampling, decision analysis, mobile sensors.

1 Introduction

After a major incident such as the recent fire in a chemical factory in Moerdijk (January 5, 2011), The Netherlands, authorities have to decide whether or not food produced in the vicinity of the accident is suitable for human consumption. Such decision making typically relies on information obtained from a small sample, but it may improve when non-covered regions are “filled in” by additional sampling (Johnson, 1996; Cox et al., 1997) by mobile sensors. The costs of misclassification in cases such as depicted above are often unequal for type I and type II errors, with the costs of false negatives or “safe” decisions being higher than those of false positives. Selection of new sample locations should therefore account for this difference. At the same time, the costs for visiting new sites may differ between mobile sensors located within the area. For example, sensors situated near a new sample location need less travelling.

The method described in this paper involves optimising new sample locations based on information obtained from the previous sample. The phenomenon to be mapped is considered static within the time frame of the analysis (e.g. surface contamination after an incident). Expected value of information (EVOI) is used for quantifying the suitability of the sample. EVOI expresses the benefit expected from data collection prior to actually doing the measurements (De Bruin et al., 2001; De Bruin and Hunter, 2003; Back et al.,
In contrast to kriging variance (Baume et al., 2011) and entropy based methods (Zidek et al., 2000), EVOI is data dependent and it can incorporate different misclassification costs for false positives and false negatives. Heuvelink et al. (2010) used a stochastic model of the environmental phenomenon and also accounted for differences between misclassification costs, but here a direct Bayesian approach is used that is potentially faster when few samples are added per iteration.

Our aim is to demonstrate and discuss some strategies for using EVOI to add observations to a previous sample while accounting for constraints imposed by a sensor network.

2 Methods

2.1 Expected value of information

EVOI is estimated as the difference between expected costs at the present stage of knowledge and expected costs when new information becomes available. Figure 1 shows a tree with square nodes indicating decisions to place a sensor for measuring the phenomenon at some location and decisions about mapping presence or absence of the phenomenon using the information at hand. Chance nodes (circles) indicate the outcome of random events once a decision has been taken. For example, if a sensor is placed, measurement with it may indicate presence (signal) or absence (signal) of the phenomenon. The probability of obtaining a sensor signal at some location, Pr(signal) can be computed from sensor properties and the prior probability of presence, Pr(present), as follows (1):

$$Pr(signal) = Pr(signal | present) \times Pr(present) + Pr(signal | absent) \times Pr(absent)$$

where $Pr(signal | present)$ is the probability that a warning is issued if the phenomenon is present and $Pr(signal | absent) = 1 - Pr(signal | absent)$ is the probability that the sensor correctly gives no signal. These probabilities are given in the sensor specifications (i.e. sensitivity and specificity).

Decision making is assumed to be based on Bayes actions, i.e. minimizing expected loss. Accordingly, placing a sensor is sensible if the expected loss of the upper branch of Figure 1 is lower than the expected loss of the lower branch. If only misclassifications involve costs, the latter is calculated as (2):

$$E(cost_{lower}) = \min(cost_{false\_positive} \times Pr(absent), \ cost_{false\_negative} \times Pr(present))$$

where $\min(.)$ is a function returning the minimum of its arguments and $cost_{false\_negative}$ and $cost_{false\_positive}$ are costs of misclassification. The conditional probabilities shown in Figure 1 are calculated with Bayes’ rule, e.g (3):

$$Pr(absent | signal) = \frac{Pr(signal | absent) \times Pr(absent)}{Pr(signal)}$$

Hence, the expected cost of the upper branch is calculated by (4):
\[ E(\text{cost}_{\text{upper}}) = \Pr(\text{signal}) \times \min\left(\text{cost}_{\text{false\_positive}} \times \Pr(\text{absent} \mid \text{signal})\right), \]
\[ + \frac{\Pr(\text{signal}) \times \min\left(\text{cost}_{\text{false\_negative}} \times \Pr(\text{absent} \mid \text{signal})\right)}{\Pr(\text{signal})} \]
\[ \times \frac{\Pr(\text{_present} \mid \text{signal})}{\Pr(\text{signal})} \times \text{Pr}(\text{present} \mid \text{signal}))\]

Figure 1. Decision tree showing decisions to place a sensor or not and to map presence or absence of a phenomenon (e.g. hazard).

EVOI is the difference between \( E(\text{cost}_{\text{lower}}) \) and \( E(\text{cost}_{\text{upper}}) \), where \text{lower} refers to the lower branch of the decision tree and \text{upper} to the upper branch. We consider the aggregated expected costs of misclassification over the study area and find a single optimal sample location as the one that maximises EVOI and thus minimises \( E(\text{cost}_{\text{upper}}) \). The aggregated costs of misclassification are computed by creating maps for both a signal and no signal obtained at the sensor location and multiplying the expected costs for these situations with the probability of their occurrence. If the locations of two or more observations are to be simultaneously optimised, complexity of the computations increases, since nearby observations are typically conditionally dependent. At the same time the size of the solution space increases substantially. For example, with two simultaneous observations, four expected cost maps and their probabilities need to be computed for each pair of locations while solution space increases by a factor \((n-1)\), with \(n\) being the number of potential sample locations. This situation was handled using a genetic algorithm.
2.2 Case study

A case study was conducted using a synthetic data set constructed by applying a threshold at 20 to a Gaussian random field of 100 x 100 grid cells of unit size with mean 20 nugget 1 and a spherical structural spatial correlation component with range 40 and a partial sill (semivariance) 16. Sensor data were obtained by sampling the synthetic data and adding random measurement error. The initial sample consisted of 16 points on a regular grid. Sensor data were interpolated using indicator kriging. Computations were done in R (Venables et al., 2010) using the geostatistical package gstat (Pebesma, 2004) and the genetic algorithm implemented in the package genalg.

Three approaches were considered for adding new sample locations to the original sample: (1) add single location at a time, move sensor with lowest cost (in this case Euclidean distance); (2) add two locations simultaneously and scan only the area that can be reached by the sensors within one time step; (3) add two sample locations simultaneously, scan the whole area, and move the sensors with lowest cost. The costs of misclassification were arbitrarily set at 2 and 3 (no unit) for false positives and false negative, respectively.

3 Results

Figure 2a shows probabilities of occurrence interpolated from the initial sample of 16 sites. Figure 2b shows the map of global EVOI, i.e., EVOI computed after aggregating expected misclassification costs for observations made at each grid location, separately. The best location thus corresponds to the highest global EVOI. Not surprisingly, this occurs between observations differing in value (indicated by arrow).

![Figure 2. Probability map (a) and global EVOI (b) computed from the initial sample of 16 regularly spaced points. The arrow points to the location having highest global EVOI.](image)

Figure 3 shows an example of an optimised sensor configuration after the 17th observation has been made (16 initial and 1 infill measurements) on a backdrop of the probability of presence of the phenomenon (cf. Figure 2). Euclidean distance was used for deciding which sensor to move to the next location, but another cost criterion could have been used with only minor modification of the algorithm.
Figure 3. Configuration of initially regularly spaced sensors after two iterations with a single observation per step (approach 1). First sensor 2 moved (white arrow) and a measurement was taken, next sensor 5 moved (black arrow), but the measurement has not yet been taken.

Figure 4. Effect of the way sensor constraints are taken into account on aggregated misclassification costs with two simultaneously moving sensors (approaches 2 and 3).

Figure 4 shows the effect of the two approaches to account for sensor constraints described in section 2.2, with two simultaneously moving sensors. Not surprisingly, both expected and real misclassification costs were much lower when the full study area was scanned in search of the best sample locations. Of course, in the case of local sensor neighbourhood scanning, results depend on the start locations chosen. Large differences between real costs (normally not known) and expected costs are indicative of misspecification of the geostatistical model used for interpolating the probability map.
4 Conclusions

The Expected value of information (EVOI) approach puts new observations at locations that intuitively make sense and it can help deciding when to stop a survey. The method accounts for specified misclassification costs; these can be dissimilar for different kinds of errors (e.g. false positives or false negatives). Constraining potential sample locations to the space that can be travelled by a small set of mobile sensors is a bad idea since the sensors may get trapped in some area and may thus fail to visit potentially interesting spots. Rather, cost distances can be used for deciding which sensors to move to next globally optimal locations. Genetic algorithms may be useful for optimising the sample locations for multiple sensors moving simultaneously.
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Abstract

As a mid-way between the usability criterion proposed by the upcoming ISO19157 and the error-propagation methods, the concept of meta-propagation allows to derive an estimate of the propagated uncertainties using only metadata information about quality of the datasets and processes used in a workflow. The principle of meta-propagation has been illustrated using the thematic accuracy quality with the quantitative attribute accuracy sub-element. The purpose of this paper is to explore the other quality elements, which can be meta-propagated. Using a similar approach as for the thematic accuracy, one needs also to address further the metadata quality for processes as they are dependent in this context. The paper focuses on generic principles and few specific situations where appropriate quality measures can be fully described. Basic meta-propagation, based on separability of the assessments, (i.e., one input to one output) is presented but one also discusses the potentiality of using quality measures for non-separable approaches. Spatiality of the measures, i.e., taking the benefit of a spatial data quality value being a map are also investigated.

Keywords: metadata, spatial data quality, geo-processing, uncertainty, error propagation, scientific workflow.

1 Introduction

The upcoming spatial data quality standard ISO19157 will soon replace the ISO19113, ISO19114 and ISO19138; it is more an integration and a simplification rather than a remould but one new addition in the quality elements is $DQ_{Usability}$. Usability is described as: “it is the degree of adherence to a specific set of quality requirements”, “it shall be used to describe specific quality information about a dataset’s adherence to a particular application or requirements” and “it may be used to declare the conformance of the dataset at a particular specification”, for example for a particular usage within a specific application.

If one wants to go further than just a green light, one may want to assess the impact of using this particular dataset in terms of quality of the output that this application can provide when using this dataset. The full quantification of the green light provided $DQ_{Usability}$ is in fact dependent on the processing tasks used in the application and on the other datasets used in the workflow.

Recently Leibovici et al. (2010ab) have proposed a mid-way between the usability described above and the error propagation which is obtained only at runtime: the meta-propagation of uncertainties. The meta-propagation enables to have an estimate of the
error propagated within the workflow used for the application without running the scientific model.

The principle of meta-propagation is defined as using metadata about quality, from data and geo-processes involved in the workflow, to derive an uncertainty assessment of the outputs of a given workflow. A computational assessment, seen as a meta-workflow dealing with quality measures and their values, acts as a substitute of an error propagation analysis which would involve running, in a Monte Carlo experiment, the whole workflow many times. It has been used and demonstrated with quantitative attribute accuracy within the thematic accuracy principle (Leibovici et al., 2011; Pourabdollah et al., 2011).

In order to extend this principle to further quality aspects, this paper addresses (i) the use of other quality elements for the meta-propagation and investigates (ii) the separable versus non-separable approaches for the quality assessments (iii) the spatial specificity for the quality elements and their propagation. The geo-process quality elements have not been standardised yet and to be able to investigate those three points, the paper also introduces some general principles for geo-process quality and some associated measures.

2 Quality of spatial data and quality of geo-processing

From the current ISO standard 19113 about data quality principles of completeness, logical consistency, positional accuracy, temporal accuracy and thematic accuracy, one can derive similar and nearly matching principles for geo-processes (Table 1) (Leibovici et al., 2010b). These principles are focusing on the variability, uncertainties and reliability of the output in term of decision-making and not on the quality of services (QoS) focusing on the operational aspects such as response time (Leibovici et al., 2009). Not all are directly devised for external quality assessments such as conceptual validity being more a set of internal quality properties.

The meta-propagation of quality elements depends on the ability of the quality principles for data and processes, to be used in conjunction, according to the measures used for both. For the quantitative attribute accuracy data quality measured by a variance, we introduced the variance transfer functions for corresponding process quality that can be derived from classical variance-based sensitivity analysis (Saltelli et al., 2008). As in the latter, a separable approach is the simplest approach, but obviously during the geo-processing the quality elements associated to many data inputs will influence the quality of one or more outputs in general. In the mean time spatial properties may play an important role in quality assessment of a workflow. These two aspects can also be considered in meta-propagation (see next section) but are nonetheless challenging as much on the computational side for the propagation as on the metadata production in the first place.

Basic measures were also given in ISO 19138 and in the ISO 19157 such as the rate of missing items for the omission in Completeness. Completeness qualities could meta-propagate as is, but may also depend on one hand on the conflation principle (and the hereby given measure), and on the other hand on the semantic of the output considered. Simply multiplying the rates, say omission by information loss will give a new omission, but this will also depend on the scope attributes of these elements.
Table 2. Geo-Processing quality elements and sub-elements.

<table>
<thead>
<tr>
<th>Process quality element</th>
<th>Process quality sub-element</th>
<th>Definition {example of a basic measure}</th>
</tr>
</thead>
<tbody>
<tr>
<td>conflation</td>
<td>information loss</td>
<td>loss in conflating input data sources {rate}</td>
</tr>
<tr>
<td></td>
<td>information gain</td>
<td>gain in conflating input data source {rate}</td>
</tr>
<tr>
<td>conceptual validity</td>
<td>semantic conformance</td>
<td>adherence to the semantic relations within the “disciplinary” domain {}</td>
</tr>
<tr>
<td></td>
<td>domains integration</td>
<td>level of integrated modelling in relation to the “disciplinary” domains involved {rate or ?}</td>
</tr>
<tr>
<td>logical validity</td>
<td>conceptual conformance</td>
<td>adherence to rules of the conceptual model {rate or ?}</td>
</tr>
<tr>
<td></td>
<td>domain conformance</td>
<td>adherence to the output data values of the domain {rate or pdf}</td>
</tr>
<tr>
<td></td>
<td>computational format</td>
<td>degree to which the encoding format follows standards {rate or ?}</td>
</tr>
<tr>
<td></td>
<td>topological preservation</td>
<td>preservation of the explicitly encoded topological characteristics of the input data sources {rate or ?}</td>
</tr>
<tr>
<td>positional error</td>
<td>absolute error propagation</td>
<td>propagation of the uncertainty in the absolute positions of features in datasets {inertia transfer function}</td>
</tr>
<tr>
<td>propagation</td>
<td>relative error propagation</td>
<td>propagation of the uncertainty in the relative positions of features in datasets</td>
</tr>
<tr>
<td></td>
<td>gridded error propagation</td>
<td>propagation of the uncertainty in the gridded data position values {inertia transfer function}</td>
</tr>
<tr>
<td></td>
<td>scale preservation</td>
<td>preservation of scale(s) of the input datasets {?}</td>
</tr>
<tr>
<td></td>
<td>spatial scale error</td>
<td>propagation due to outranging scale conformance of input datasets {?}</td>
</tr>
<tr>
<td>temporal error</td>
<td>time propagation</td>
<td>propagation of the uncertainty in the time measurement {variance transfer function}</td>
</tr>
<tr>
<td>propagation</td>
<td>time scale propagation</td>
<td>error propagation due to outranging scale conformance for the input datasets {variance (or inertia) transfer function}</td>
</tr>
<tr>
<td></td>
<td>impact of classification</td>
<td>propagation of uncertainty due to departure from accurate classification {misclassification transfer function or ?}</td>
</tr>
<tr>
<td></td>
<td>correctness</td>
<td>propagation of uncertainty due to correctness of non-quantitative attribute {}</td>
</tr>
<tr>
<td>thematic error</td>
<td>impact of non-quantitative</td>
<td>propagation of uncertainty due to correctness of non-quantitative attribute {}</td>
</tr>
<tr>
<td>propagation</td>
<td>attribute correctness</td>
<td></td>
</tr>
<tr>
<td></td>
<td>quantitative attribute</td>
<td>propagation of uncertainty of quantitative attribute {variance (or inertia) transfer function}</td>
</tr>
<tr>
<td></td>
<td>error propagation</td>
<td></td>
</tr>
</tbody>
</table>

*inertia generalising the variance as trace(Σ) (see text)*
Other Boolean and rate based measures with matching principles, such as logical consistency and logical validity, can be used in the same way for meta-propagation, noticing that here procedures to establish these rates for geo-processing quality needs either expert judgment or appropriate experiments.

The thematic accuracy sub-element classification correctness directly linked its equivalent for processes about its impact, may appears difficult to meta-propagate as this may depend strongly on which misclassification is occurring and may be also very specific to the actual processing involved. Here the role of one to one meta-propagation (separable approach) may help to fully specify the type of impact on uncertainty attributable to misclassification. As for quantitative attribute accuracy (and its propagation), using a variance measure, a misclassification can easily impact on another misclassification using a misclassification transfer function, which may be a collection of multivariable functions (one for each element of the output misclassification function). Monte-Carlo experiment can also be used to estimate the impact of misclassifications on a quantitative attribute accuracy measured by a variance. Some straightforward examples of use case are any model involving the use of land cover data and land use data (two classifications), for example to model CO2 absorption (quantitative attribute).

Nearly all of the Positional accuracy and Temporal accuracy quality sub-elements can borrow from the demonstration on quantitative attribute accuracy (Leibovici et al., 2011) to be able to perform a meta-propagation of uncertainty.

When considering more than one variable such as with the CE90 (Circular Error at 90% measure) an inertia transfer function instead of a variance transfer function can operate the meta-propagation. The inertia measure, i.e. the sum of variances (like the CE90 measure) or the trace of the variance-covariance matrix can be also used in a multivariate context as for a non-separable approach as discussed in the next section.

3 Non-separability and spatiality issues

In the previous section, a one input to one output error propagation, using metadata quality to derive uncertainty information, has been described for a single geo-process. Uncertainty information can be propagated through a whole workflow to the final outputs by either recording all the possible paths (set of all propagated values towards one output) and/or making summaries of the derived quality values. A summary can be the mean of the values or the maximum of them, if the sets of values are numerical. Nonetheless the question remains about usefulness of this derived accuracy information in term of decision-making. The usability criterion newly introduced gives a short-cut answer but has the merit to raise the problem, to permit its expression and to allow further research on it (Goodchild, 2009; Zargar and Devillers, 2009; Devillers et al., 2010). This becomes a crucial point when sharing interoperable data and geo-processing services such as in the GEOSS for various applications (e.g. Giuliani et al., 2011). The metadata quality standard addresses all the single aspects and put a step forward with this usability element, which goes into the concept of error propagation and acknowledges by its definition the multivariate and non-separable context.

Multivariate error propagation, multivariate sensitivity and multivariate calibration are difficult to perform because of the sampling schema when dependence is taken into account (Saltelli et al., 2008; Kurowicka and Cooke, 2006). For meta-propagation of uncertainties, the difficulty also comes from the fact it would mean getting a hand on the input multivariate distribution just by knowing the marginals. This adds up an extra metadata
quality parameter, needed as a process quality, which may be nonetheless approximated using a dependence model associated to a copula distribution (Sklar, 1959). A simpler set-up, using a multivariate variance transfer function as process quality element for the meta-propagation may constitute a good compromise multivariate complexity and separable error propagations.

Most of the current/basic measures mentioned for data qualities are in fact often aggregating spatial information quality; rarely pointwise information will be filled in the metadata quality. In the meantime quality measure for geo-process would have to match the support of the measures for data quality. Taking into account the spatial distribution of the uncertainties may play a very important role in the uncertainty of the output (Heuvelink, 2002). As potentially the metadata quality measures for geo-processes can take into account the spatial correlation of uncertainties, this can be also used in meta-propagation. Nonetheless spatial auto-correlation will have to be taken into account when performing experiments to define the geo-processes metadata quality values. For example the variance transfer function can be a geo-processing function itself dealing with map input, a map of uncertainties.

4 Conclusion

The usability concept for data quality raises the debate about the real purpose and the usefulness of the spatial quality elements? In reviewing the elements and matching or associated processes metadata quality, which together can be used for the meta-propagation of data quality, the paper aims to contribute to this debate. First of all, are these quality element really treated as spatial quality? Can the error propagation practice and the meta-propagation warn on the need of good meta-quality for usefulness? On the meta-meta level, usability and meta-quality could be promoted as subjective assessments that users may value first.

Meta-propagation cannot replace an uncertainty analysis of the whole workflow instance, but it gives an approximate answer to it and also at each steps of the workflow, in a fast computational way. The existence of the metadata for data quality, is a limitation to any error propagation method. Meta-propagation needs also process quality metadata which can be seen as beforehand atomic uncertainty analyses and adds up to the burden of providing metadata information. So, in the title, the word “which” plays a double act, it asks also: is there any or enough data having metadata about quality information? Tools such as DUE (Brown and Heuvelink, 2007) linked to metadata encoding tools and spatial quality standards are needed to allow users to annotate appropriate data quality and idem for processing services.

When considering error propagation by meta-propagation another question is emerging: “these quality information interact in influencing the outcome quality, don’t they?” This is relevant to any kind of error propagation method: meta-propagation or propagation at run-time (using a full model, a simulator or an emulator), and opens up a serious computational challenge.
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Abstract

The Land Transformation Model (LTM) has the ability to simulate, forward and backward, urban land use change patterns in a GIS environment. LTM possesses uncertainty because it approximates reality as do any other model. Model parameter uncertainty is derived from the impacts of model on the outcome of urban land use simulation. This study examines how model parameter uncertainty from the LTM propagates through urban land use change simulation. The simulated urban expansion of 100, 1K, 10K and 100K cycles of the LTM were compared to an observed map of Muskegon River Watershed (MRW) to assess model parameter uncertainties. We proposed a metric here to compare the simulated error maps with each other and evaluate the impact of model uncertainty parameters on the outcome of the LTM. Identification of model uncertainty is crucial for the utilization of the simulation results of the LTM. Our study can also help urban planners to understand the implications of LTM better.

Keywords: Land Transformation Model, Error and Uncertainty, Assessment, Geospatial Information System, Model Parameter Uncertainty

1 Introduction

Errors and uncertainty are common in the land change modeling community (Jantz and Goetz, 2005; Burnickia et al., 2006 and 2010; Pijanowski et al. 2006 and 2009; Pontius et al. 2008; Pontius and Li, 2010; Pontius and Millones, 2011; Tayyebi et al., 2009 and 2010). Uncertainty has also been considered in other sciences like developing model-based decision support activities for policy analysis (Walker et al., 2001, 2003 and 2010), hydrologic rainfall-runoff predictions and water resource management system
Walker et al. (2003) identified four classes of uncertainty that may rise from using spatially explicit models in decision making. These include uncertainties in: (1) model inputs due to errors in spatial maps (data uncertainty); (2) assumptions made in the way the model is built (model structure uncertainty); (3) spatial parameter estimates used in a model (model parameter uncertainty); and (4) applying model output to decision making (model outcome uncertainty). In this paper, we used the best available digital maps and assume the data are correct, as is frequently done, in spite of the fact that we suspect that all data possess errors.

The information generated here can serve as a basis for developing possible growth scenarios which are essential for sustainable urban planning and development. From a sustainable spatial planning of view, the present study is particularly important because the spatial characteristics of urban change are useful for understanding various impacts of human activity on the urban environment. The results of the present study can be utilized to develop urban growth scenarios for forecasting possible future changes for sustainable urban land use planning. Results from modeling urban growth can be used by the public, land use planners, and policy makers to anticipate and plan for the future. This paper attempts to evaluate the influences of model parameter uncertainty of LTM in urban land use simulation by conducting several experiments. This study was conducted in the Muskegon River Watershed (MRW) located in the west-central part of the Lower Peninsula of Michigan, USA between 1978-1998.

2 Uncertainty dimension in LTM

2.1 Data uncertainty is associated with data that describe the predictor variables that have an influence on the LTM and its performance (Walker et al. 2003). Uncertainty about the predictor variable values that produce change within the LTM are not under the control of the decision makers are very important to decision making analyses, especially if they affect the outcomes of LTM. There is not only great uncertainty in the predictor variable values; there is also uncertainty in the LTM response to these values.

2.2 Model parameter uncertainty is associated with data quality but also is a consequence of the assumptions made about model structure (Walker et al. 2003). LTM calibrated parameters are internal weights and biases that must be determined by calibration, which is performed by comparison of model outcomes with historical data series regarding both input and outcome. In order to investigate model parameter uncertainty in LTM, the LTM was run and weights saved for 100, 1K, 10K and 100K cycles to create four different urban land change simulations.

2.3 Model outcome uncertainty is the accumulated uncertainty created by the uncertainties in all of the above criteria including model structure, data and model parameter uncertainty (Walker et al. 2003). They are propagated through the LTM and are reflected in the resulting estimates of the outcomes. A contingency table of errors and correct predictions are used to quantify location and quantity errors per simulation following Fielding and Bell (1997). Percent Correct Match (PCM) is used as goodness-of-metric to evaluate the agreement between simulated and actual maps in the same time.
3. Implementation of LTM

We considered five independent variables as input in 1978 affect urban growth in MRW: elevation, slope and distance to urban, distance to stream, distance to roads. The cells corresponding to the urban, water and protected legally by government such as federal lands in 1978 are not candidates for transition as new urban areas in 1998 and are thus held out of the training run. The LTM was then trained with 30% of data on the inputs and output for 100K training cycles. Weights were saved after 100, 1K, 10K and 100K cycles and urban cells were then simulated using those network files.

4. Results and discussions

We followed Mean Square Errors (MSEs) across training cycles experiment (Pijanowski et al. 2002 and 2009; Washington et al. 2010 and Tayyebi et al. 2011). Figure 1 illustrates a training run of the LTM in MRW with MSE plotted across training cycles. We halted the training at 100K cycles where the MSE was 0.087.

![Figure 1. MSEs across 100k training cycles](image)

The pattern file and the 100, 1K, 10K and 100K network files used to generate the probability maps in 1998 based on five independent input variables in 1978. Most of the cells with high probability values in simulated maps follow urban and roads in 1978. ArcGIS10.0 determined 854,418 cells transitioned into urban between 1978-1998. Thus, 854,418 cells were selected from the each probability maps that had the greatest change likelihood values; these cells were then classification as new urban for 1998 (Pijanowski et al., 2009). Cells that were simulated to transition to new urban areas for 1978-1998 were compared with the cells that actually did transition during the time period of study (Figure 2).

The PCM metric indicates that four maps have accuracy over 80% and could accurately simulate urban land use change in MRW. The resulting display (Figure 2) used throughout the model building process to visualize the spatial distribution of the TP, TN, FP and FN (where: no real change and no predicted change (code 1) = True Negative; no real change but change predicted by the model (code 2) = False Negative; real change but
not predicted by the model (code 3) = False Positive and real change and predicted change (code 4) = True Positive).

Figure 2. Spatial distribution of FP, FN, TP and TN for 100, 1K, 10K and 100K cycles

We also multiplied error maps (which contains values from 1 to 4) resulted from cycle to create a coding system in the GIS as follows:100,000 cycles by 1000, 10,000 cycles by 100, 1000 cycles by 10 and 100 cycles by 1 and then summed these maps. The new map contained 32 unique values indicating spatial and quantity distribution of agreement and
disagreement of location error across different cycles (Table 1). Then, we divided the total number of cells that are in agreement (Codes 1111, 2222, 3333 and 4444 in Table 1) and disagreement (all other codes in Table 1) by the total number of cells in one of the maps, respectively. With assuming that the data are free from error in this research, the final result of simulations from different cycles suggest that model parameter uncertainty cause less than 2% disagreement in urban simulation of LTM.

Table 1. Spatial and quantity location of errors in error maps from 4 different cycles (1 = TN; 1 = FN; 2 = FP and 3 = TP)

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Value</th>
<th>Count</th>
<th>Value</th>
<th>Count</th>
<th>Value</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1111</td>
<td>10484058</td>
<td>2111</td>
<td>1794</td>
<td>3333</td>
<td>336781</td>
<td>4333</td>
<td>1423</td>
</tr>
<tr>
<td>1112</td>
<td>27266</td>
<td>2112</td>
<td>2717</td>
<td>3334</td>
<td>15554</td>
<td>4334</td>
<td>1782</td>
</tr>
<tr>
<td>1121</td>
<td>10314</td>
<td>2121</td>
<td>1844</td>
<td>3343</td>
<td>6799</td>
<td>4343</td>
<td>2131</td>
</tr>
<tr>
<td>1122</td>
<td>14007</td>
<td>2122</td>
<td>12951</td>
<td>3344</td>
<td>9418</td>
<td>4344</td>
<td>8826</td>
</tr>
<tr>
<td>1211</td>
<td>13758</td>
<td>2211</td>
<td>14973</td>
<td>3433</td>
<td>10015</td>
<td>4433</td>
<td>11249</td>
</tr>
<tr>
<td>1212</td>
<td>2585</td>
<td>2212</td>
<td>6484</td>
<td>3434</td>
<td>1998</td>
<td>4434</td>
<td>5228</td>
</tr>
<tr>
<td>1221</td>
<td>2083</td>
<td>2221</td>
<td>21928</td>
<td>3443</td>
<td>1360</td>
<td>4443</td>
<td>17155</td>
</tr>
<tr>
<td>1222</td>
<td>929</td>
<td>2222</td>
<td>319847</td>
<td>3444</td>
<td>740</td>
<td>4444</td>
<td>620044</td>
</tr>
</tbody>
</table>

5 Conclusion

The simulation of land use change models is affected by a variety of source errors such as uncertainty in data, model structure, model parameter and model outcomes. It is vital to measure whether the maps of various scenarios of future land change are meaningfully different, because differences among such maps serve to inform urban planners. The next step of this research is to define a framework to investigate data uncertainty, model parameter uncertainty and outcome uncertainty in urban land use change simulation simultaneously. This framework will help scientists to decide what the most important source of errors is in the final product. If decision-makers use predicted urban land use maps, researchers need to understand the sources of uncertainty in their models. The results suggest that (1) the neural net learns well early but can’t improve over large number of cycles and (3) thus, we are left with having to improve the other aspects of the model, including better data, better structure of the model to represent the complex process.

The LTM creates a lot of network files that it would be confusing to understand which of these files would lead to best urban expansion simulations. Addressing these questions would also be very helpful to know that how we can improve the accuracy of LTM in our next simulations: (1) MSE is a quantitative metric and it does not give any information about model goodness of fit relative to location. MSE appears to be an appropriate criteria to stop training run in the LTM; (2) If MSE is appropriate, how many cycles are necessary to continue training run; and (3) Which of these cycles would lead to best PCM value of LTM for urban growth simulation.
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Abstract

The evaluation of geometric accuracy on vector databases mainly focuses on the production of positional accuracy indicators. In order to integrate more external quality, indicators of length and area measurement uncertainty could be provided to the final user or decision maker. Indeed, many applications are based on measurements performed on the geometry of geographical objects, and positional indicators not allow to quantify measurement uncertainty. In this context, the paper presents an original approach, integrating production processes and representation rules of vector databases, to quantify their respective impact on length measurement. Methods to compute these impacts are integrated in a general model, elaborated to allow a user to estimate geometric measurements uncertainty on vector objects. Experimentation is realised on a road network sample, and further investigations are evocated, like the computation of a global indicator.

Keywords: geometric measurement uncertainty, evaluation model, vector data, production processes, representation rules.

1 Introduction

Over the past years, the context of geographic databases production and usages has considerably changed. The number of databases producers has increased, involving the development of data exchanges, and geographic information applications have also diversified. In this context, providing spatial data quality information is fundamental to avoid users’ misuses. To evaluate the quality of vector databases, several elements are provided (van Oort, 2005). If these elements are relevant, they are generally more oriented on internal quality (i.e. the ability to satisfy the specifications), than on external quality (i.e. fitness for use). More specifically, indicators provided to assess geometric accuracy only focus on positional accuracy, but not on the impact of positional error on measurements (length or area) performed with the geometry of vector objects. In the same time, more and more applications are based on length or area measurements, e.g. a travel time by car or the computation of a density in an administrative entity, which requires the area. In order to integrate external quality in spatial data quality evaluation methods, the production of length and area measurement uncertainty indicators looks particularly relevant for the final user.
Uncertainty in length and area computation has already been studied by several researchers. For instance, (Chrisman and Yandell, 1988) proposed a statistical model to estimate the error in area computation. (Griffith, 1989) modeled the impact of digitization error on distance and area computation, and (Leung et al., 2004) developed a general framework for error-analysis in measurement-based GIS. Besides these contributions, it is still very complex to communicate indicators of uncertainty on length and area computation to the final user. Indeed, the geometry of geographical objects is affected by different causes which impact these computations. We assume that these impacts are not homogeneous in the entire dataset and that the use of positional indicators (the Root Mean Square Error, for instance) does not allow to estimate measurement uncertainty.

Thus, to be able to produce indicators of uncertainty on length or area computation, all the causes of measurement error need to be understood and modeled, in order to compute their respective contribution in the final measurement error. Our assumption is that measurements performed with the geometry of vector objects are affected by two main causes: the production processes and the representation rules of the database. By integrating knowledge on these causes of errors affecting the database, the objective of this research is to build a model to allow a user to estimate measurement uncertainty using the geometries of vector objects.

This paper presents in the next section the origins of length measurement error and the strategy used to model their respective impacts. Then, the elaboration of the model is exposed (section 3), followed by results of experimentation on a sample of road objects (section 4) before concluding and evoking research perspectives.

2 Origins of length measurement error

Length measurements performed using geometries of linear vector objects are affected by two causes: the production processes and the representation rules of the database. This section exposes the strategy used to model their respective impact.

2.1 Production processes and data sources

Digitizing error is the first production process impact to consider in the estimation of length measurement uncertainty. Digitizing error can be defined as the positional error on the vertices of the geometry involved by the operator during the construction of objects. This is a human and accidental error, modeled statistically by a normal law. It is commonly accepted that the digitizing precision is about 0.1 mm according to the production scale. The propagation of this error on the geometry generates uncertainty on the length computed (Figure 1a). It is modeled with the standard deviation $\sigma(e)$ presented in “(1)”, as proposed in (Girres and Julien, 2010).

$$\sigma(e) = \sqrt{1 + 2 \sum_{2 \leq i \leq n-1} \sin^2 \frac{\theta_i - \theta_{i-1}}{2} \cdot \varepsilon_q}$$

where $\theta_i - \theta_{i-1}$ is the angle between consecutive segments of the polygonal line, and $\varepsilon_q$ is the digitizing precision on the coordinates of the vertices.

Using the properties of the normal law, the error $e$ on the total length of the polygonal line ranges from $-3\sigma(e)$ to $3\sigma(e)$. 

Figure 1. (a) Uncertainty in length computation involved by digitizing error on the vertices of a polyline (b) Polygonal approximation of a curve by the geometry of a polyline

Polygonal approximation of curves is the second production process impacting length measurement to consider. As exposed in Figure 1b, the representation of a curve by a polygonal line generates underestimation on the computed length. If this impact of polygonal approximation is almost never compensated, several algorithms can be applied to estimate it, using spline interpolations. The impact of acquisition imprecision performed with Global Navigation Satellite System (GNSS) can also be responsible of errors in the construction of geographical objects geometries, and in measurements performed subsequently. GPS errors can be explained by several causes (shifts in the satellite orbits, tropospheric effects, environmental disturbances, etc) and its impact can be modeled using the method proposed by (Bogaert et al., 2005) who developed a framework for assessing the error of polygonal area measurements in agriculture applications. The effects of cartographic generalisation need also to be considered, if the database is captured from maps. In this case, geometries of vector objects are impacted by modifications of the shape and/or position. We assume that these effects vary according to three parameters: the type of object (roads, railways, etc), the scale of representation of the source map (which influences the level of generalisation) and the spatial context of objects. Indeed, generalisation effects are not the same if an object is located in urban, mountainous or rural area (Touya et al., 2010). To estimate the impact of cartographic generalisation on length computation, a statistical function is developed, as detailed in (Girres, 2011), using prior length comparisons performed between generalised datasets and a reference one, representing the same road network.

2.2 Representation rules

Map projection is the first representation rule impacting length computation. Indeed, because a map projection is a systematic representation of the surface of a round body on a plane (Snyder, 1987), it cannot be done without distortions which vary according to the projection used. To estimate this impact, the computation of length on the reference ellipsoid is performed using distortion grids. It is exposed in “(2)”, assuming that the scale factor $Em$ is given by the distortion grid.

$$L_{ref} = \frac{L_{proj}}{1+Em} \quad (2)$$

where $L_{ref}$ is the length on the reference ellipsoid, $L_{proj}$ is the projected length and $Em$ is the average scale factor of the polyline.

The second representation rule deals with the consideration of the terrain. Indeed, computation of lengths in two dimensions systematically generates underestimations. The use of digital terrain model (DTM) to affect altitudes on vector objects geometries gives the possibility to compute 2D5 lengths, and estimate the impact of the terrain on measurements. If the use of DTM can provide a more realistic approximation of the real lengths, it can be limited by the precision of the DTM and the resolution of geographical objects.
3 A model to estimate length measurement uncertainty

The origins of length measurement uncertainty presented in section 2 (production processes and representation rules) are integrated in a general model elaborated to estimate their respective impact in the final measurement error. This model (Figure 2) is designed as a user-oriented model. To facilitate the estimation of length measurement uncertainty, the first step consists in integrating user’s knowledge on the dataset (scale, production processes, etc.) with a user interface or metadata files, in order to activate or not the estimation functions and to parameterize them.

The second step consists in quantifying the respective impacts of selected production processes and representation rules on length measurement. When the parameters necessary for a function are unknown (e.g. the capture scale), original methods, presented in (Girres, 2011), are used to estimate them. Each impact is actually computed separately in order to estimate its contribution. The ultimate step consists in computing a global indicator of length measurement uncertainty. The methodology for the elaboration of this global indicator is actually investigated. Indeed, a simple addition of the impacts does not constitute a realistic solution. Thus, different methods need to be tested and validated, in order to define the most realistic way to quantify length measurement uncertainty.

4 Experimentation

To illustrate the functioning of the model by estimating respective impacts of production processes and representation rules on length measurement, experimentation is proposed on a road network located in the French department of Pyrénées-Atlantiques. Three road samples are extracted from the TOP100® database produced by IGN, the French National Mapping Agency. Each sample is located in a different spatial context, as exposed in Figure 3.
To assess representation rules impacts on length measurements, estimation of the effect of the projection system is realised with the Lambert 93 distortion grid, in order to compute lengths on the reference ellipsoid (IAG GRS80), using “(2)”. To evaluate terrain consideration, the BDALTI® DTM is used to affect altitudes on road samples geometries and perform computations of 2D5 curvilinear abscissa.

To estimate the impacts of production processes, user’s knowledge information indicates that the database is digitized from 1:100 000 scale maps, is impacted by cartographic generalisation, and represents curve objects. Estimation of the impact of digitizing error is computed using “(1)”. As assumed previously, the digitizing precision is evaluated as 0.1 mm according to the scale map, meaning that $\tilde{e}_q$ is equal to 10 meters. The impact of cartographic generalisation is evaluated using the statistical function elaborated in (Girres, 2011) based on prior length comparisons. This function allows to compute an average length error on each road sample, according to the spatial context and the scale. External datasets (BDALTI® and Corine LandCover classifications) are used to delineate the three spatial contexts. Finally, the assessment of the impact of polygonal approximation of curves is performed using cubic spline interpolations. Different interpolation methods are tested, and the Kochanek-Bartels curve (Kochanek and Bartels, 1984) proved to be the most realistic by visual validation, using the following parameters: tension $= 0.5$, bias $= 0$ and continuity $= 0$. Experimentation results are exposed in Table 2.

<table>
<thead>
<tr>
<th>Impacts</th>
<th>Road samples</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Computed 2D Length</td>
<td>Mountain</td>
<td>4.47 km</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Urban</td>
<td>3.50 km</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rural</td>
<td>7.66 km</td>
<td></td>
</tr>
<tr>
<td>Reference 2D5 Length</td>
<td></td>
<td>4.77 km</td>
<td>3.52 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.91 km</td>
</tr>
<tr>
<td>Digitizing Error</td>
<td>+/- 95 m</td>
<td>+/- 48 m</td>
<td>+/- 57 m</td>
</tr>
<tr>
<td>Polygonal Approximation</td>
<td>17 m</td>
<td>1 m</td>
<td>10 m</td>
</tr>
<tr>
<td>Cartographic Generalisation</td>
<td>245 m</td>
<td>105 m</td>
<td>291 m</td>
</tr>
<tr>
<td>Projection System</td>
<td>- 3.7 m</td>
<td>- 1.5 m</td>
<td>- 4.1 m</td>
</tr>
<tr>
<td>Terrain</td>
<td>77 m</td>
<td>2 m</td>
<td>11 m</td>
</tr>
</tbody>
</table>

Computed 2D lengths are compared with reference 2D5 lengths extracted from the BDTOPO®, a French topographic database (of metric resolution). Results of the experimentation primarily show that the three lengths computed are underestimated in comparison with them homologous references. The sample located in mountainous area is much more affected by terrain inconsideration (77 m) than the two other samples, but it does not constitute the main reason of length error. For the three samples, main impacts of length uncertainty are involved by digitizing error (using a digitizing precision equals to 10 m) and especially cartographic generalisation, as shown by the average length error estimated by application of the statistical function based on prior length comparisons. Impacts of projection system and polygonal approximation of curves are relatively residual in this experimentation report.

These results already give an idea of the main causes of length error affecting a generalised road network in different spatial contexts. The ultimate step of the elaboration of the model deals with the production of a global indicator of length measurement uncertainty, which takes into account the different impacts presented in this experimentation.
5 Conclusion

This paper presents the elaboration of a general model, developed in order to allow a user to estimate uncertainty in length measurement computed with the geometries of vector objects. The originality of this model is that it takes into account the origins of measurement uncertainty affecting geographic objects, i.e. production processes and representation rules of the database. It constitutes an experimental study on the consideration of external quality in the production of indicators of geometric accuracy for vector databases. As shown by the experimentation performed on a sample of three road objects, respective impacts are still computed separately. Perspectives of this research focus on the development of a method to produce a single global measurement uncertainty indicator for length and area computations.
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Abstract

The goal of this paper is to present a test of spatial homogeneity for a spatial point pattern. This test is based on the well-known KPSS test. The test is applied to a catalogue that contains spatial coordinates of shallow earthquakes of magnitude 4.5 or larger aggregated over calendar years in Pakistan. We test relative temporal stationarity.
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1 Introduction

Spatial patterns of points may occur in a multitemporal way when considered in successive periods of time. Such patterns may raise questions of stationarity in space and time, i.e. whether a pattern remains similar throughout the years, maybe except for some smaller deviations throughout the years, or that they change substantially. Typical examples from the natural sciences are the occurrence of disasters like earthquakes or landslides, whereas in socio-economic applications one may think of the distribution pattern of a particular enterprise within a city, or the distribution of settlements within a country. In this study we will focus on the occurrence of earthquakes.

Disasters like earthquakes apparently occur at erratic seismic locations and at unexpected moments. Many applied scientific papers have been published (e.g. Holden et al., 2003, Anwar et al., 2011). Also, the statistical literature on earthquakes in space and time has a long history. Important contributions were made by Ogata and his co-authors in an outstanding series of papers (e.g. Ogata (1998), Zhuang et al. (2002)). Other contributions in the point process literature include (Vere-Jones, 1970; Vere-Jones and Musmeci, 1992). These papers consider space-time data, like earthquakes, but often restricted for island states. In this context, a temporal point process marked by location of occurrence is appropriate and conditional intensity functions given past occurrences can be written down explicitly. These in turn suffice to write down a likelihood function on which inference can be based. Moreover, edge effects are no issue.

The aim of this study is to explore spatial statistical techniques for data aggregated over time for which an explicit likelihood function is not available. Attention focuses on Pakistan, for which country annual patterns of earthquakes have been recorded for more than thirty five years. During this period, two major earthquakes of magnitude larger than seven were recorded: one occurring in 1997 and the major Kashmir earthquake of 2005.
The paper extends previous work in Van Lieshout and Stein (subm.) by exploring sensitivity issues for testing of stationarity.

2 Relative spatial rates in time

The first analytical stage is an investigation into the spatial intensity function of events. We will test whether this pattern persists over the years. We write \( W \subset \mathbb{R}^2 \) for the compact set representing the area of interest (often called the window) and consider \( X_i \) to be the point process of locations of that occur in \( W \) in a range of \( n \) time periods. We denote the intensity function of \( X_i \) by \( \mu_i \). In other words, for every Borel subset \( A \) of \( W \), \( \int_A \mu_i(x,y) dx \ dy \) is the expected number of points of \( X_i \) falling in \( A \). The issue to address is thus whether \( \mu_i \) is constant over the years, except for a time-dependent scalar multiplication factor.

In order to do so we divide \( W \) into two disjoint areas \( A_1 \) and \( A_2 \) of equal pooled integrated intensity. For testing procedures we introduce the ratio between the number of events in the first area to that in the second area a

\[
\frac{\text{number of events in } A_1}{\text{number of events in } A_2}
\]

To test the null hypothesis \( H_0 \) that \((Y_{ij})_{i \in \{1, \ldots, n\}}\) is stationary, we develop a test based on earlier work by Kwiatkowski et al. (1992). This test is known by the acronym KPSS referring to the first characters of the authors’ surnames. Given a time series of length \( n \) we define the partial sums process \( S_n(i) = \sum_{j=1}^{i} (Y_j - \mu_Y) \) for \( i \in \{1, \ldots, n\} \), where \( \mu_Y \) is the sample mean \( \frac{1}{n} \sum_{i=1}^{n} Y_i \). Under the null hypothesis, the limiting value \( \tau^2 = \lim_{n \to \infty} n \text{Var} \mu_Y = \sum_{j=1}^{\infty} c_j \) is well-defined provided that the autocovariances \( c_j = \text{Cov}(Y_1, Y_{1+j}) \) at lag \( j \) exist and their sum is absolutely convergent. Under mild regularity conditions, \( \tau^2 n^{-2} \sum_{i=1}^{n} S_n(i)^2 \) converges in distribution to the integral of the squared Brownian bridge \( \int_0^1 V(t)^2 \ dt \) (Herndorf, 1984). As \( \tau^2 \) is unknown, we set \( s_n^2 = \gamma_0 + 2 \sum_{j=1}^{\infty} (1-j/n)(1-j/(\ell+1)) \gamma_j \), where \( \gamma_j = (n-j)^{-1} \sum_{i=1}^{n-j} (Y_i - \mu_Y) (Y_{i+j} - \mu_Y) \) are the sample autocorrelations and \( \ell \) defines the maximal temporal lag taken into consideration. The weights \( 1 - j/(\ell+1) \) were shown by Newey and West (1987) to lead to a non-negative estimator. The authors also proved weak consistency, whereas strong consistency was proved by De Jong (2000). In summary, the KPSS test statistic is given by \( T_{KPSS} = 1/(n^2 s_n^2) \sum_{i=1}^{n} S_n(i)^2 \) which is asymptotically distributed as the integral of the squared Brownian bridge. Critical values of the test are reported in Table 1 of Kwiatkowski et al. (1992).

3 Application: the long-term earthquake pattern in Pakistan

Earthquakes are serious environmental disasters. Having a better knowledge on where the earthquakes, e.g. as major events or as aftershocks occur in relation to geological features, may result in identification of hazard zones. Modelling of earthquake data has since long been a focus of research by seismologists and statisticians. Stochastic geometry offers various tools and procedures to contribute to a better understanding by means of spatial testing, spatial modelling and mapping. In that sense, data collected routinely in public databases may reveal patterns that are otherwise unknown.

An earthquake describes both a sudden slip on a fault, and the resulting ground shaking and radiated seismic energy caused by the slip. Deeper causes are volcanic or magmatic activity, or other sudden stress changes in the earth. The release of energy at an
unanticipated moment is registered as the main shock. Main shocks are usually followed by aftershocks that are smaller than the main shock and within 1-2 rupture lengths distance from the main shock. Aftershocks can continue over a period of weeks, months, or years. In general, the larger the main shock, the larger and more numerous the aftershocks, and the longer they will continue.

3.1 Data description

Pakistan is a country that is regularly affected by earthquakes (Fig. 1). The reason for the vulnerability of the country to earthquakes is the subduction of the Indo-Australian continental plate under the Eurasian plate with its two associated convergence zones.

Two major earthquakes were recorded in 1997 and 2005 with magnitudes of 7.3 and 7.6 respectively. The 1997 earthquake occurred along the convergence zone running from the South-West to the North-East and resulted in about seventy casualties. The 2005 Kashmir earthquake was devastating with at least 86,000 casualties with a magnitude as at least 7.6 with its epicenter about 19 km north-east of the city of Muzaffarabad. Such big earthquakes are accompanied by many aftershocks. A total of 147 aftershocks were registered in the first day after the initial quake. On October 19, a series of strong aftershocks occurred about 65 km north-northwest of Muzaffarabad.

In addition to such major shocks, that are still relatively rare, many smaller shocks have been recorded (see http://earthquake.usgs.gov/earthquakes for a list of earthquakes since 1973). The majority of tectonic earthquakes originate at depths not exceeding tens of kilometres. Those occurring at a depth of less than 70 km are classified as 'shallow'. Earthquakes that originate below this upper crust are classified as 'intermediate' or 'deep' (Molnar and Chen 1982). Clearly, the impact of an earthquake depends on its epicentre, its depth as well as its magnitude. Minor earthquakes occur very frequently and may not
even be noticed or recorded. Therefore we focus on those having a magnitude of at least 4.5 for which records are believed to be exhaustive. Such earthquakes are well felt, although earthquakes of a magnitude of above 6 become destructive.

Our data consist of the annual patterns of shallow earthquakes of magnitude 4.5 or higher in Pakistan during the period 1973–2008. The Pakistan territory defines the compact set \( W \subset \mathbb{R}^2 \) and \( X_i \), the point process of locations of shallow earthquakes of magnitude at least 4.5 that occur in \( W \) in year \( i=1973, \ldots, 2008 \), hence \( n \) being equal to 36. Location and magnitude of each earthquake is recorded. For the major earthquake years 1997 and 2005, also the times at which shocks occurred in the month following the main one are available.

The annual number of such earthquakes per square degree latitude-longitude is given in Figure 2. Note that the clearly visible outlier corresponds to the Kashmir earthquake in 2005 that generated a large number of aftershocks. The number of aftershocks in 1997 was considerably less and more diffuse. In accordance with the Gutenberg-Richter power law, we fit a shifted exponential probability density \( \beta e^{\beta (m-4.5)} \) for \( m \geq 4.5 \) and 0 elsewhere. The maximum likelihood estimator is \( \beta^* = m_{875} = 2.82 \), where \( m_{875} \) is the sample mean over the set of 875 pooled magnitudes.

### 3.2 Spatial intensity

The first analysis concerns the spatial intensity function of the earthquake events. Both visual and geological evidence suggest enhanced earthquake intensity in the northern and mid-western parts of the country. To test whether this pattern persists over the years we first consider the spatial intensity function \( \rho(x,y) \), with \((x,y) \in W\). To avoid edge effects, earthquake locations in Pakistan and in neighbouring countries within a distance of about 1° from the Pakistan border are aggregated into a single pattern.

We then exclude the major earthquake years 1997 and 2005, pool the remaining thirty four years together and calculate the kernel estimator of intensity using an isotropic Gaussian kernel with standard deviation 0.5. High intensity occurs in the north of the country, near the junction of plate boundaries, and in a smaller region in the east. A second zone of high earthquake activity lies in the mid-west of the country. In fact, the epicentre of the 1997 earthquake is located in this area.

To test for stationarity, we divide the country into two parts: \( A_N \) is the subset of \( W \) lying north of the 31.4° latitude line, and \( A_S = W \setminus A_N \) and we let \( Y_i \) be the fraction of shocks above 31.4° latitude in year \( i \) for \( i = 1973, \ldots, 2008 \) and applied the testing taking \( \ell=4 \). The test statistic takes the value 0.1297 with a p-value exceeding 10%. When repeating with a value of \( \ell = 1 \) the test statistic increased to 0.4633, with a corresponding p-value equal to 0.04994. We conclude that there is no statistical evidence of a temporal trend in intensity patterns of shallow earthquakes based on the north-south divide during the 36 years of study.

As a next step, we carried out a sensitivity analysis, as the choice for the dividing value is somewhat arbitrary. Values for the dividing line between 30° and 34° degrees are tested (Figs. 3, 4). We note that the test statistic remains stable between 30° and 33°, whereas we observe a marked increase in the test value beyond 33°. This value is apparently the lower boundary of the hotspot area in the north separating it from the less heavily affected area in the south. Based on the interval [30°, 33°] we conclude that the test is not particularly sensitive to a specific separating value, whereas moving the separating value to within a clearly different subarea has a more pronounced effect on the test statistic. The corresponding p-values are above 0.10 for the interval between [30° and 33°].
whereas they decrease to values below 0.05 when locating the boundary between 33° and 33.8°. This points to lack of spatial stationarity for these higher values, and hence to a changing pattern when a higher boundary is applied.

**Figure 3a.** KPSS test values for different latitudes for boundary between AN and AS with $\ell = 4$. The test value remains stable between latitudes 30° and 33° and becomes larger above 33°.

**Figure 3b.** P-values for the KPSS statistic. Test values are around 0.10 between latitudes 30° and 33° and become smaller above 33°.

As the number of earthquakes can be small within a single year, we finally considered bi-annual data, i.e. by grouping the data from two successive years (Fig. 4). A similar pattern emerges in test values and in p-values, but no significance of p=0.05 is reached. The results thus point to a stationary pattern of earthquakes over the years.

4 Discussion and conclusions

There is a clear benefit in testing for stationarity of a point pattern. The test statistic has a general validity and is applicable to a range of spatial point studies. In the study presented here on the earthquakes, we found it of general interest that the pattern does not show particular changes throughout the years, as long as we excluded the major events. Clearly, we could have divided W into more than two subsets, but in some years the number of events is so low that we choose not to do so. In a more extensive study (Van Lieshout and Stein, subm.) we further explored the apparent inhomogeneity in the point patterns and we further explored the occurrence of aftershocks.
Figure 4a. KPSS test values for bi-annual data for different latitudes boundary between $A_N$ and $A_S$ with $\ell = 4$.

Figure 4b. P-values for the KPSS statistic.
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Abstract

We introduce a straight-forward, practical method to deal with correlation. The approach is based on numerical differentiation and error propagation and consists of two rewriting rules for observation equations: (1) transforming functions in multiple variables to a function in one (vector) variable and (2) converting multiple functions to work on the same vector with all variables. The result is a function for least-squares adjustment that can be integrated in other programs. Ignoring correlation is a very common assumption and leads to error in tests to derive topology from coordinates, e.g. the discussion on counter-intuitive bone shaped confidence regions for lines.

Keywords: adjustment computation, correlation, line data quality

1 Introduction

We introduce a straight-forward, practical method to integrate correlation in geometric computation using ideas from software engineering. The key contributions are two rules for rewriting of observation equations to functions of one vector input. The result is a short function to solve geometric least squares problems and produces the correlations, which can be integrated in other geometric computations.

The function produces BLUE results with correlations. An example shows how ignoring correlation leads to errors in test for topological relations.

2 Example of Ignoring Correlation: Bone Shaped Confidence Regions

Ignoring correlation is a very common assumption in much what is published in spatial data quality research, primarily justified by the presupposed difficulty of treating correlation.

Chrisman presented 1982 epsilon bands around lines as regions of error (or uncertainty) for point positions in lines (Figure 1), based on older work by Perkal, and used it to assess the quality of area estimates derived from digitized cartographic representations. The term “confidence region” seems to be introduced by Shi and Ehlers (1993). It is later
defined as “A confidence region error model is a band around a measured line segment within which lies the true location of the line segment to a probability larger than a pre-defined confidence level” (Shi and Liu, 2000, p. 52). Caspar and Schwering improved epsilon bands and proposed bone shaped regions around the lines (Figure 1), computed from the error propagation law with uncorrelated point coordinates.

The bone shaped form is counter-intuitive: why should the error of a point near the middle of the line be smaller than for a point closer to an end? Intuition would suggest a double bow form (Figure 3) indicating that error increases with distance from the given points.

The bone shaped form (Figure 2) seems acceptable when one considers that a point in the middle of a line is computed as the average of the two endpoints and thus its uncertainty is reduced by a factor $\sqrt{2}$. Shi and Tempfli (1994) and eventually Shi and Liu (2000) refined the model to take correlation into account. The resulting formulae are very complicated; their results seem counterintuitive. Applying the rules of error propagation to compute the variance of a point in the middle of a line, taking into account correlation, the variance for a point in the middle can vary between 0 (correlation is -1) and $\sigma_{\text{endpoints}}$ of the endpoints, which would be definitely a double bow form (Figure 3).

The test whether a point is on a line or left or right of it is a crucial test in many geometric algorithms. It is necessary when constructing a topological data structure, it is used in most 'point in polygon' tests (Guibas and Stolfi, 1985) or when triangulating a set of points. Simplistic tests, using Chrisman's epsilon bands abound, but can be wrong as will be shown with an example.

3 How to Obtain Correlations for the Points Used in a Construction

To assess the quality of the results in a geometric computation with the error propagation law requires the correlation of the points used. Where to get correlations from? How to produce correlations?

Geometric measurements are typically uncorrelated. To guard against gross errors and to improve the quality of the result, surveyors measure more than the bare minimum and use adjustment computation to get the best linear unbiased estimator (BLUE) for the parameters of interest. After adjustment, the results are correlated. The correlations are often computed, but are typically not stored for further use.

As an example consider some constructions based mostly on distance measurements (Figure 4). Unfortunately, only non-trivial nets of measurements show effects of correlations, thus the example network of measurement contains 17 distances (Figure 4). The network of measurements here is constructed from two fixed points (1 and 2), from which points 10, 12, 20, 22, and 32 are derived with about equal precision; these points are correlated. The points 50 and 51 are related by distance measurements to points 10 and

Figure 1: Epsilon band as a confidence region.
Figure 2: Bone shaped confidence region.
Figure 3: Double bow confidence region.
12, the point 41 is related to 20 and 32 and fixed on the line 20 to 32 — again producing similar point precision (lower than for the points 10 to 32). The question is, whether points 41, 51, and 52 are on the line 20 to 22 (i.e., what is the distance between point and line and is it significantly different from 0).

Figure 4: A set of distance measurements to determine points

4 Computing with Correlation

The law of error propagation is succinctly described with the Jacobi matrix $J$, which contains the partial derivatives of a (set of) observation equations. A numeric calculation of the elements of $J$ for an adjustment problem with multiple observation equations is in two steps. In a second-order, functional programming language (e.g., Haskell or javascript) these steps can be written as a function to apply to the equation, written as a function.

4.1 Produce Functions with Vector Arguments

Given a formula $f$ with some arguments $p_1, p_2, ..., p_n$ producing a result $r = f(p_1, p_2, ..., p_n)$, e.g., the formula for a distance observation. The partial derivatives for many equations can be given in closed form, but numerical differentiation is a more generalizable solution. The formulae must be rewritten to take a vector of values in lieu of some points as inputs and then the vector $A$ of the partial derivatives $a_i$ at the point $P_o = [p_{o1}, p_{o2}, ..., p_{on}]$ is:

$$q_i = \left\{ \frac{f(p_{o1}, p_{o2}, ..., p_{oi} + \epsilon, ..., p_{on}) - f(p_{o1}, p_{o2}, ..., p_{on})}{\epsilon} \right\} / \epsilon$$

where $E_i$ are the rows of the unit (diagonal) matrix.

A typical geometric formula must be reformed from individual arguments, e.g., points, to a single vector input. This single vector parameter is just a concatenation of the input point vectors. The change is comparable to the transformation of functions of multiple
variables to functions with a single variable, which is a tuple of the variables, which is
called currying after Haskell Curry (1900-1982). The rewriting can be done with a second
order function \texttt{vec2param}, which takes a function in 2 parameters and produces a func-
tion that has a single parameter (!! is the Haskell list indexing function, starting with
index 0)

\begin{verbatim}
vec2param :: (a -> [a] -> t) -> [a] -> t
vec2param op a = op [a!!0, a!!1] [a!!2, a!!3]
\end{verbatim}

The code is written in Haskell, a compiled functional programming language (Jones,
2003) but a solution in Mathematica, MathLab, or the open source Octave would not look
substantially different; a comparable program could be written in javascript as well.

4.2 Integration Multiple Equations

To produce a model for adjustment, all the formulae must be integrated to operate on a
single large vector, which includes all \(u\) parameters occurring in the problem (i.e., all
coordinate values for the points 10, 11...). The formulae are rewritten from the formula
(1) above to pick the right argument values out of the larger single vector (2);

\[
f'(x_1, x_2, x_3, x_4) = f''(x_k, x_l, x_p, x_r)
\]

where, for example, the indices 1..4 become the four values \((k, l, p, r)\) to pick out the

The vectors consisting of these functions \(f''\) describes the geometric model of the con-
struction, i.e., the Jacobi matrix \(J\).

5 Topological Tests

The variance of the distances of the point 41, 51, and 52 from the line are directly ob-
tained from the matrix \(N'\) including the effects of correlations. They are: 0.3 for 41, 1.9
for 51, and 1.8 for 52. The variance for point 41 is much smaller and therefore a smaller
distance from the line will be accepted as 'not on the line' compared to points 51 and 52;
this is different from the computation without correlation.
The correlation expresses in numeric form the geometric fact that points on one line are not on another line through a common point. The approach is used here for distances and distances of points from lines for didactic reasons only and generalizes to other observation types. For example, the observation that a line is parallel to another one with a given distance, angles, alignments, or right angles, etc. Any function given as \( f(p_1, \ldots) \) can be rewritten with the methods shown.

### 6 Conclusion

The result is a general function for least squares adjustment for geometric construction, which can be built into other programs; it is built from layers:

1. Construct the list of observation equations from individual descriptions; new observation types (e.g., angle measurements) require 5 to 10 lines of code.
2. Transform to a least squares problem, which is represented as a data type and then passed to a function
   
   ```
   solveAdjustment ::
   LeastSquaresProblem -> LeastSquareSolution; 20 to 30 lines of code.
   ```

3. The `solveAdjustment` function calculates the Jacobi matrix; 10 lines of code.
4. A function `gauss_markov` solves the least squares problem and computes all the desired result values; it uses well-tested, highly efficient routines for matrix operations (e.g., LAPACK by Anderson et al. (1999)).

A program can use the full stack or only part of it, producing, for example, the data in `LeastSquaresProblem` directly and use only `solveAdjustment`.

The method allows to compute — using the well-known least squares approaches — the variance and covariances for whole chains of geometric constructions. The example here shows that correlations between computed points are high (often above 0.7) and must be taken into account. Testing for geometric conditions, e.g., whether a point is on a line or not, can only be done reliably if the correlations are considered.

The method can be used as a building block for a measurement based cadastre (Buyong, 1992; Navratil et al., 2004; Goodchild, 2004), where data quality for point locations is properly determined and thus a step toward a defensible data quality assessment for geometric positions in GIS. The result contributes to the other long-standing research question to relate GIS and CAD construction programs and adjustment computation (Kuhn, 1989).
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Abstract

In this work we propose a case study on human mobility as perceived by telecom operators’ infrastructures. Based on GSM data of roaming users, we try to understand how visitors of a touristic area use the territory, with particular emphasis on visits to attractions. Several issues due to the nature of available data are explored, providing hints and heuristics to tackle them, and a comparison with external information sources on touristic activity is performed.

1 Background and data description

The extremely large diffusion of mobile location-aware technology, which includes also common mobile phones, provides a large-scale basis for continuously probing the mobility behaviors of population. Such knowledge, then, can enable several (mobility-aware) services to mobility managers as well as to individual users.

The work presented in this paper goes in such a direction, by joining the abundance of implicit knowledge hidden in the GSM data of a telecom operator, with the capabilities of a mobility data analysis system, called M-Atlas (Trasarti et al. 2010). The data is collected by a network-based system infrastructure; therefore the recording of the user position is triggered by a set of specific events: (i) start call (outgoing, incoming), (ii) SMS (outgoing, incoming), (iii) handover (antennas update during the call) (iv) location update (LAC: a set of antennas grouped together). Substituting each tower with its spatial location, a dataset of spatio-temporal points is obtained. It’s important to notice how GSM data is both approximated in space and incomplete in space and time; in the following sections we will deal with the uncertainty and the complexity of data representing only fragments of the users’ movement w.r.t. fixed position of tower cells, which reduces the granularity of space to a small set of locations.

Figure 1. Example of the approximation and incompleteness of the data.
To better clarify this uncertainty, Figure 1 shows an example of a user: the dotted line represents his/her real movement where some portions are highlighted in case of events (a call, an handover, a LAC update, and an SMS) and the recorded information are reported in the bottom of the figure. This example, points out the simplification of the user’s movements caused by the recording system. In the next section we present a methodology to deal with this kind of data to estimate the tourism in Paris Region.

2 Tourism in Paris Region

The objective of our analysis is threefold: (i) trace a methodology for dealing with data quality issues in GSM data; (ii) validate the methodology against statistics and background knowledge in tourism field; and (iii) extract a touristic profiles characterization, enabled by our methodology.

2.1 Tourist trajectories reconstruction

In this study we used data coming from QoS GSM network probes collected by Orange France. Hence, from this large amount of data, we approximate the concept of tourist with the technical category of roaming data for three reasons: (i) all the users living in Paris are avoided, (ii) France remains the world’s number one tourist destination (79.3 million international visitors), while Paris Region is still the leading French region (Oetp, 2009) and (iii) the subset division is well defined and remains stable in time. The roaming dataset contains ~1.5 millions anonymized users in Paris Region (corresponding to the 5% of total Orange users) during two weeks. Removing the users with less than 3 points are built; the result is a set of ~1.1 millions trajectories. The first aspect of the incompleteness of data is that we cannot generally know when a user starts his visit in Paris or when he/she leaves, for two reasons. First, roaming users may appear or disappear in the recording phase due to the fact that they can connect to different mobile phone network operators. Secondly, if any event occurs, we do not know whether he/she leaved Paris or not. To overcome these problems we consider only a subset of users which satisfy a constraint: they must have the first and the last point of his/her trajectory in one of the Paris airports. This constraint guarantees the fact that the trajectories are completed at least for the temporal aspects. Using the two major airports in Paris: Charles de Gaulle (CDG) and Orly we obtain two datasets: $D^{CDG}$ and $D^{Orly}$.

2.2 GSM Traces as a proxy of tourist behaviour

First, we have studied the distribution of duration of stay of the users belonging to datasets $D^{CDG}$ and $D^{Orly}$ to determine if the results are reasonable according with the airports policies (Fig.2). The distributions of duration show the periodicity of the users. The presence of peaks every 24 hours reflects the two already known situations: (i) there is a limited number of flights to come back during the days and (ii) the users tend to use flights at the same hours. This empirically validates the significance of data obtained through the selection and manipulation tasks described above. In this work we focus on describing the tourist’ behaviors w.r.t a set of Tourist Points Of Interests (POIs), such as Notre Dame or the Tour Eiffel.
Performing this analysis we consider that we do not have an event every time a tourist visits a place and we cannot trace a single user in all his/her visits. However, this is a general phenomenon that happens independently from the single user and the spatial location, therefore we can expect that our observations provide a good sample of actual visits – as such, the frequencies estimated this way will need a rescaling in order to be comparable with real frequencies. Moreover, since our data is a sequence of tower cell positions, POIs need to be mapped to antennas in order to know which users visit which POIs. To solve this problem of granularity, we adopted a method to partition the space known in literature as centroid Voronoi tessellation (Qu et al. 1999) using the position of towers cells as centers. In Fig. 3 (a) the complete partitioning of the Parisian area is shown, and is evident that the tessellation in the center of Paris is dense due the fact that there are more towers cells, which determine also our precision for representing POIs.

Having these partitions we select for each POI the Voronoi cell that contains it. Due to the degree of uncertainty in the connection policy of the GSM network, all the neighboring Voronoi cells are selected as buffer.
Figure 4 (a) Comparing the number of visits of POIs considering the two dataset $D_{CDG}$ and $D_{Orly}$. (b) Comparison between GSM data results and the ticketing data.

The process determines a set of Voronoi cells for each POI. This way, each Voronoi cell can be shared by several POIs. Therefore Voronoi cells are weighted with a value $1/n$, where $n$ is the number of POIs insisting on the cell as shown in Fig.3 (b). To compute the frequency of visits in a POI, the number of users which visit a cell associated to it (considering the weight) is computed. From this comparison, the points in the blue area are selected as points which are coherent for both datasets and then more reliable. In particular, we can spot some outliers (Fig.4 (a)): (1) Les Catacombes (2) Roseraie du Val-de-Marne (3) Musée Zadkine (4) Ecomusée du Val de Bièvre (5) Château de Sceaux and (6) Musée de l’Air et de l’Espace. These points are errors due to the fact that they are near the main road from the airports to the center. In fact, the users do not visit them, but simply pass near them to reach the center of Paris.

2.3 Validation against ticketing data

In this section we compare our results using GSM data against tourism data (essentially the estimated number of visiting POI) for the first 20 POIs according to (Oetp, 2009). The results are summarized in Fig.4 (b). We can notice that the estimation of attendance of the POIs using GMS data is correlated to or, more often, overestimates tourism data. Thus, there are some POIs (e.g. Notre Dame de Paris, Tour Eiffel, Arc de Triomphe, etc.) for which GSM and tourism data are similar. These places are the most visited according to both GSM and tourism data. We believe that the overestimation for the other POIs is
due to the fact that tourists are present in the neighborhood of the POI without actually buying a ticket. Moreover, POIs such as Galeries Nationales du Grand Palais, Sainte Chapelle, Tour Montparnasse, Centre Pompidou, etc. are situated in popular districts in Paris. Note that, for two POIs the number of visitors is underestimated, i.e. Disneyland Paris and Versailles. Versailles is the sixth tourism destination according to tourism data and only at the seventeenth place according to the GSM data, similarly Disneyland Paris is the first tourism destination according to the tourism data does not appear strongly visited in GSM data. This phenomenon can be attributed to two main characteristics of such POIs: first, our data do not capture French visitors, which form a large part of their affluence (more than most other attractions of Parisian area); second, they are rather isolated from the city center and the visitors are most likely to buy tickets in order to visit them, since the exterior offers no attractions. That means that the underestimation of visit frequency based on ticketing in these places is almost negligible as opposed to most other attractions.

2.4 Creation and Analysis of tourist profiles

Due to space limitations we present only an example of how to study data in order to highlight differences w.r.t. categorizations of users. Consider three different categories: (1) Short stay (1-2 days), (2) Medium stay (2-5 days) and (3) Long stay (5-7 days).

Figure. 5 Density map of movements in the three categories (a) short, (b) medium and (c) long. The density map is computed using points/segments intersections.

We compute the density map of movements for the three categories (resulting in a profile for each one), as shown in Fig.5(a, b, c). The major difference in the behaviors of the three categories is the visit at Disneyland Paris, which becomes more and more popular as the stay duration increases. This represents the fact that it is a preferred location only for the users that have a long visit and it is not really appealing for the short visiting users focused more on the attractions in the center of Paris.

In this experiments we have used different techniques for the map distribution: Kernel-based (Katajisto et al.), Time-based (Downs et al.), Gaussian-based (Olteanu et al.) or considering only the points/segments intersections. The results obtained are very similar, showing no significant differences.

3 Conclusion and future works

This work yielded several results, both at the methodological level and in terms of additional knowledge about tourism in the area of study. The comparison with existing touristic information allowed to spot technical issues in the use of GSM data, yet confirmed the viability of the proposed analysis process. Finally, using such data we were
able to highlight and quantify some behaviors that conventional statistical methods have not been able to identify.

The method proposed has some limitations. Some possible researches to improve our method go to the following directions: (i) we should distinguish between different categories of users: business, tourists, family visits, etc. classifying them by space usage and/or additional background information; (ii) study the activities of the users developing a stop detection algorithm for this type of data; and (iii) we want to extend our approach to all users and not only to airports users. The analyses presented here are under deep development, and next activities include the extension of the study to French users and the use of CDR data.
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Abstract

Volunteer geographic information (VGI) has become an alternative geospatial data source. Geospatial data quality coming from official institutions is attending to a set of parameters. VGI data is built in a free collaborative way by people with a different background and expertise. Quality parameters should be adapted to the new way of building geospatial data. VGI's quality description will provide an overview of this informational value to be used in VGI projects and will provide a minimum overview to guarantee its usability. In this paper we propose an adaptation to GIS quality parameters to the idiosyncrasy of the VGI.

Keywords: Volunteer Geographic Information, quality, GIS, geospatial information.

1 Introduction

With the emergence of Web 2.0 Internet provides tools and services that hide the technology allowing an easy way of publishing geospatial information (GI). Therefore, GI has begun to be built into web 2.0 technology within a community or lonely effort. This new phenomena in geography has been named ‘neogeography’ (Turner, 2006), ‘cybercartography’ (Tulloch, 2007), or ‘voluntary geographic information (VGI)’ (Goodchild, 2007).

The Volunteer Geographic Information (VGI) (Goodchild, 2007) is a term used to define the personal contribution of people in collectively building a geospatial information resource. A resource could be a street map like Open Street Map, a geotagged photo or a photo-collection like Flickr (http://www.flickr.com/map/) or Panoramio (http://www.panoramio.com/) or a data validation like Geo-Wiki (Fritz et al., 2009). VGI has become a reality thanks to the development of the Web 2.0 (Goodchild, 2007).

Despite the advantages of VGI there is a quality issues associated to this kind of information. A quality problem could be achieved by comparing against similar data its accuracy and quality (Haklay, 2010). However, it is not always possible to compare VGI data with official data, because sometimes an “official” source doesn't exist or VGI is less structured and described.

Therefore we would like to remark one of the challenges for the VGI field which is to generate geospatial information usefully. In other words, assure that generated VGI will meet certain quality parameters that will allow its reusability by other users in other scenarios demonstrating its added value.
2 Quality definition for geospatial data

The quality of geospatial information refers to how well a real object is represented in a geospatial storage. One of the challenges in VGI is to define the quality of the data. The quality classification division for professional geospatial information are 10 elements, lineage, positional accuracy, attribute accuracy, logical consistency, completeness, semantic accuracy, usage purpose, temporal quality, variation in quality, metaquality (Van Oort, 2005) (Devillers et al., 2010).

The metaquality and variation in quality are elements that are not extracted directly from geospatial layer, but rather derived from quality elements of the list. Also, the usage purpose is strongly related with the other quality elements.

3 Quality adaptation for VGI data

A VGI volunteer project based on citizens’ collaborative work, is more focused on uploading spatial object or attributes than in taking care of the spatial quality of the user contributions (Goodchild, 2008). A user contributes to a VGI project according to his/her skill and his/her capabilities.

Official geospatial information project starts defining some scientific criteria, like defining the project’s minimum quality level. Therefore geospatial information is built and checked to fit all the features within the previously defined quality level. Applying official geospatial data quality criteria to a VGI project will have poor results as the quality criteria that a user must follow has not been established. The elements taken from point 2 to define VGI quality data approach are, lineage, positional accuracy, attribute accuracy, logical consistency, completeness, semantic accuracy, temporal quality.

3.1 Lineage

Lineage is defined as data history. VGI’s basic data history is the user name or Id and the creation date. This information could be completed by defining the data source, GPS, map, magazine, URL, references ... For instance GPS tracks are the main VGI data source in Open Street Map (OSM); moreover in OSM any open data source as a base for content creation could be used. Nevertheless, it is not mandatory but recommended, when geospatial information is published in OSM to describe the data source. In VGI projects such as OSM and Wikimapia, among others, users can publish any type of geospatial object without source references. In order for VGI data to have scientific value, data history annotation must be mandatory. This procedure prevents new data creation without a reference. Therefore, this referenced VGI data will have an added value.

Finally, a VGI project will have different geospatial data level, one top-level with a lineage footprint, which could be checked its lineage in any moment. A second level with no lineage quality, self-sourced or not verified source. This second level becomes a matter of trust on the volunteer.

3.2 Positional accuracy

Depending on the positional accuracy, geospatial data has limitations in its usability. For instance, a road navigation GPS device needs a positional accuracy at least equal to the GPS device’s precision or enough accuracy to place the car in the right road or street.
On the other hand, geospatial data for civil engineering requires a subcentimetre precision.

VGI data is georeferenced with a GPS device or reference cartography. With a GPS device, positional accuracy depends on the GPS’s receiver precision. Nevertheless, this precision could be annotated when information is introduced directly from the GPS receiver (Meng, 1998) (Jwo, 2001). If data is exported using the GPX format, signal accuracy is not annotated into the file (GPX schema n.d.). The GPX format is mainly used to export the GPS tracks and waypoints. In those cases where there is no possibility to get the GPS accuracy it will be assumed that stand alone GPS accuracy is +/-100 meters (Xiaoying Kong, 2007) Nevertheless, if GPS information is saved in RINEX (Gurtner, 2007) a format could be use to post process the GPS information to estimate its positional accuracy.

Another possibility is data georeferencing using reference maps or cartography. In this case the map resolution is the highest reachable precision for georeferenced data (Goodchild, 2001). To get accuracy for VGI data according to a reference maps there are two possibilities:

1) With raster layers as the reference source, restricting georeferencing to an edition zoom to fit raster resolution to screen resolution. In this way digitalization accuracy is similar to the raster resolution;
2) Defining the positional accuracy related to the zoom level. To apply this method the system must know the spatial resolution of the reference at each zoom level.

Even when restricting data digitalization, human mistake is always feasible. Human mistake is the error when the user is assigning a position to the data, not because of the map reference, but by his own mistake. In some cases VGI data will provide similar accuracy as the official geospatial information (Haklay, 2010).

### 3.3 Attribute accuracy

This quality element is difficult to fit into the VGI quality scope. Although it is possible to predefine a list attributes, assigning a right attribute to an object is not guaranteed. Again, a post-process validation may correct a mistake by assigning a new attribute.

It is possible to improve the attribute assignment. An assignment could be done crossing or checking it with related geospatial information such as reference information. For example, when a user is registering a tree species in a VGI platforms. The object has a correct georeference placement. Moreover, the tree name assignment attribute could be checked according to theoretical plant distribution, warning the user when a plant name is being tagged out of is theoretical distribution area. Furthermore, some attributes can be automatically added from referenced geospatial data such as climate, biographical region,...

The VGI have different sources and on of those are the social networks such as Twitter (www.twitter.com), where a user can publish georeferenced short messages. The goodness of the information is measured according the density of similar messages (Schade. S et al., 2010).

### 3.4 Logical consistency

When a VGI user georeferences a point, logical consistency is not checked. An object like a house, picture, could be misplaced out of its logical position. Logical consistency must be checked and detect errors for misplacing objects (Goodchild, 2008). For instance,
a bad road junction connection is a problem for routing calculation within this geospatial
data. Miss-junction error is a way to check logical consistency. The VGI project will run
a topological testing when a geospatial object is created, to automatically detect logical
consistency. Misplaced objects can be checked with reference layers. Not all the mis-
placed objects can be automatically detected. When a house is placed inside a wrong
block, only the user checking it could correct this mistake.

3.5 Completeness

Completeness is one of the big differences between VGI projects and traditional Geo-
graphical information (Haklay, 2010). When a VGI project is complete? Projects like
OSM, could be partly completed some day for national country level or even European
level for a car road a navigation purpose. When Open Street Map is completed at world-
wide level?. Moreover, geospatial information might be growing and growing on OSM
with new information base on previous information introduced, bus stops, hospitals,
bench, ...

The completeness could be approximated by dividing the coverage area of the VGI
project in subareas (quad-tree) depending on the variability number of objects represented
in these areas (Maué and Schade, 2008). From a subarea variability representation is
calculated using a ratio (1). In this way the completeness is always related with the VGI
project evolution.

\[
\text{Completeness} = \frac{\text{Number of objects of the region}}{\text{Maximum number of objects of any region}}
\]

3.6 Semantic accuracy

In a VGI project a user is able to freely annotate an object attribute and in this way the
semantic accuracy should be difficult to check. Moreover, the user’s interpretation could
be different from the creator’s interpretation. Even when restricting the user’s freedom,
the semantic accuracy will be low, because it depends on the user’s training and
knowledge. One approach to the semantic accuracy is the use of folksonomies (Bishr and
Kuhn, 2007). By using folksonomies it is possible to take advantage of multiple contrib-
utions. A user can tag a geospatial object created by himself or other users adding its
meaning to the object, thus, the more tags an object has the more semantic accuracy is
provided to the user. The objectives to take advantage of a large number of users within a
VGI project with edition privileges to tag an object. In this way an object receives a
greater number of interpretations.

3.7 Temporal quality

Temporal quality depends on how fast the real world is changing and how fast those
changes are translated to digital cartography. There are things which have practically had
no changes over the past years, like a cathedral or a church. Other things are changing in
a short period of time such as new houses and building areas. VGI projects are constantly
being edited, published and reviewed, whereas “official” data revision depends on its cost
(Goodchild, 2008) and most of the time it is slower than the changes.

Regarding temporal quality in VGI, at least we know its object creation date. Never-
theless, it is possible to record the number of times an object attributes has been revised
or modified. Therefore, it is possible to calculate a ratio of graphical changes and attribute changes for a geospatial object (2).

\[
\text{Change ratio} = \frac{\text{Number of updates since creation}}{\text{last update date} - \text{creation date}}
\]  

(2)

The object changes described above (2) are updated changes in its attribute. The validation and correction change description are in points 3.2 and 3.3.

A more general approach to the temporal quality is the number of volunteer contributions in a time period (3). This contribution ratio is a measurement of VGI project activity. Nevertheless, this measurement is relative to how fast change happens in the real world.

\[
\text{Contribution ratio} = \frac{\text{Number of new contributions}}{\text{time period}}
\]  

(3)

4 Conclusion

In this paper Geospatial data quality has been discussed to suit VGI features. VGI project’s peculiarities do not allow for a predefined minimum geospatial data quality set. Quality in VGI project is attained, depending on the volunteer contributions to the project. On the other hand, it is possible to measure contributions quality or constrain it inside some quality parameters. It is possible to improve volunteers’ contribution by providing them with tools to assist them in the data generation process such as digitalization within a predefined zoom level or scale.

The information on a VGI project is created in a collaborative way. In fact it allows semantic accuracy to be improved by using the folksonomies, adding tags by other users different than the creator. If on VGI project there is an active community quality could be improved.

The quality measurement of a VGI project allows the use of VGI geospatial data to be evaluated objectively for a specific purpose. The VGI’s project quality will be properly defined and measured; however in a collaborative project information credibility is as important as quality.
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Abstract

Cadastral maps are available for large parts of the world. They usually show boundaries between pieces of land owned by different persons. These maps are maintained for centuries and were subject to significant changes in technology and legal background. The geometrical quality of the maps is thus not always known. Deviations between geometry shown in the cadastral records and reality are common and their size is usually unpredictable. The paper presents a framework in which different types of deviations are separated so that they can be addressed separately. First results for the Austrian cadastre are presented for some types of deviations.
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1 Introduction

Cadastral data sets are in many cases the only large-scale maps available. Some have been created centuries ago and are continuously updated. This keeps the contents correct and in correspondence with reality. Quality of cadastral data sets is an important issue for the land market and sometimes even political analysis (Manson et al., 2009). Assessment of the quality is not easy, though. Jansone presented a class-based approach for cadastral quality but excluded the task of actually classifying the boundaries (Jansone, 2008). Song used legal standards to assess current data quality (Song, 2008) but standards can be misleading. The standard for the Austrian coordinate-based cadastre specifies a maximum tolerance of 15 cm and assumptions for the tax cadastre are in the range of a few meters. In alpine regions, though, deviations of 150 m and more have been detected. Any realistic quality assessment must compare cadastral data with reality. However, since cadastral systems may incorporate data that are a century old, both may be true: That the cadastral data was wrong from the beginning respectively was falsified during its maintenance and that reality changed. During quality assessment both hypothesis should be separated to understanding the changes related to land and land records.

Better quality estimates for the geometry of cadastral data are necessary. Quality estimates may vary throughout the country because unproductive land like mountain tops was of minor importance for the creators of the original cadastre. In addition, at different times various data capture methods have been used and they provide different geometrical quality. All these aspects need to be addressed. The paper presents a framework in which these questions can be analyzed and uses the Austrian cadastre to show possible strategies.
2 Brief History of the Austrian Cadastre

The Austrian cadastre was designed in the early 19th century. From 1817 to 1868 the stable cadastre was created. In 1883 the transition from the stable cadastre to a system with continuous updates was executed (Muggenhuber et al., 2011). The updates were documented in subdivision maps to allow tracing changes back to the original map from the stable cadastre.

The 20th century saw a number of geometrical changes in the cadastral system. A major undertaking was the change of the cadastral reference system. Already in 1909 the change from the plane coordinate systems to Gauß-Krüger-projection has been proposed and the advancement of surveying technology in the 1st world war proved the necessity for a theoretically sound reference system (Rohrer, 1934). The change from the plane coordinate systems to Gauß-Krüger required a recalculation of the reference points, the definition of a new arrangement for cadastral map sheets, and the redrawing of all cadastral maps. Another change in the cadastral mapping affected the scale of the maps. The original cadastral maps were in the scales 1:720, 1:1440, 1:2880, and 1:5760. This practical problem was resolved by using the scales 1:500, 1:1000, 1:2000, and 1:5000, but again required projection and redrawing. Finally, the introduction of the coordinate-based cadastre led to the limitation to mathematically defined boundary lines. Current developments, inspired by experiences with the digitized version of the cadastral map, even try to restrict boundary line segments to straight lines and arcs.

Currently, the Austrian surveying agency BEV (Bundesamt fuer Eich- und Vermessungswesen) is trying to improve the geometrical quality of the cadastral maps. This is typically done locally based on results from resurveys of the reference frame. The changes typically result in shifts of parts of the cadastral map. Unfortunately, since there is no extended survey, these changes result in new distortions in other places.

3 Classification of Deviations

Original cadastral data were subject to a long process. The data were transformed, projected, sporadically redrawn, and finally digitized. Even after the digitalization the data were changed to ‘improve’ the quality of the data. Each of these steps introduced new errors.

However, this is just half the truth. In the period between observing the boundaries and using the observed data not only the data changed. Reality may change, too. Some changes are caused by geophysical processes:

- Plate tectonics is the processes with the largest spatial extent. Earthquakes, as a major result of plate tectonics, may cause shifts in the range of metres as shown by the Japanese earthquake from 2011.
- Land slides may either be slow or abrupt. In the first case land slides gradually change the position of objects connected to the upper parts of the soil. In the second case land slides may complete change the terrain.
- Coastal lines or riverbeds may move. Rivers in flat terrain tend to meander and thus change the boundary of their parcels. The same is true for sand beaches, e.g., in the Netherlands.
The change of sea level may have a significant impact of boundaries. A change of a few centimetres in height may lead to significant changes of the average shoreline along shallow beaches.

Figure 1 shows a classification of the deviations based on the separation between observational uncertainty and deviations introduced by either data management or change of the reality. A separation between these aspects is necessary because the processes behind the changes are different and require different models.

![Figure 1](image_url)

**Figure 1.** Classification of deviations between cadastral data and reality

The best known aspect is uncertainty in observation processes typically caused by random deviations. Random deviations are the inevitable discrepancies between repeated observations are assumed to be normally distributed and centered around zero. These observations are then eliminated using least squares adjustment (Ghilani, 2010: 104ff). However, there may also be systematic deviations (e.g., caused by adaptation of observation values to the plane coordinate systems) and gross errors like the misidentification of boundary points. Detecting especially gross errors years or even decades after the original survey is challenging because the deviations may result from a change of reality.

Even if the original data is kept correct deviations are inevitable because the position of the boundaries in the real world changes. Physical change includes all deviations resulting from physical processes. They have been already discussed at the beginning of this section. There are changes caused by social interaction, too. Typical examples for such changes are the movement of boundaries by agricultural use, the adaptation of boundaries to simplify the land use, or adverse possession. The detection and classification of these deviations may be difficult, though. Is a simplified boundary line the result of bad placement of a wall or did the land owners agree on the simplification? Years after the change a reliable answer may be difficult.

### 4 Data Sets Suitable for Testing

A suitable strategy for testing the geometrical quality of cadastral data should be based on a classification like the one in Figure 1. Quality of observations increased over time. Modern measurement equipment has better quality parameters than the measurement tables used in the 19th century. With the use of global navigation satellite systems the geometrical distortions within reference frames are lower than the distortions in reference frames determined with terrestrial observations. Thus the influence of the observations on
the geometrical quality of the cadastral data is significantly smaller in newly created cadastral systems than in old ones. Other influences, however, influence modern and old systems alike. In order to discuss the impacts of different aspects like plate tectonics it is necessary to isolate the deviations caused by this aspect. Some effects may be more visible in some places than in others. Old cadastral systems have the advantage of long-term observational data, which is necessary for slow changes.

The oldest cadastral map in Austria is the ‘Urmappe’, the result of the original survey. The map sheets are drawn on thick paper and are subject to all problems resulting from the influence on humidity and wear on these maps. In order to archive them, the map sheets have been microfilmed and later scanned. Thus copies of the ‘Urmappe’ are available and can be used to test the geometrical quality. The ‘Urmappe’ has an age of between 140 and 190 years. The quality of the original survey, however, is limited since the measurement equipment used for the survey was of a poor quality standard when compared to modern technology.

Changes in cadastral boundaries have been documented in Austria since the end of the 19th century. These documents contain not only the changes in the geometry, but also some measured distances. These distances were originally added to help reconstructing the geometry thereby checking the geometrical correctness. These observations are typically written with centimetre precision. However, sometimes they only have decimetre precision where boundaries are affected by definitional uncertainties (e.g., the shoreline of a lake). Unfortunately, many boundaries have already been changed again because the documented changes are typically in areas that are in development. Since development is an ongoing process, many of these areas may be subject to additional changes. Thus the selection of documents used may be limited.

Finally, the current boundary situation can be observed and compared to the cadastral maps. These resulting deviations are obviously affected by all types of influences separated above. Problems with the original survey, however, should be ignored, when discussing problems of data management or social processes between land owners. A resurvey can provide valuable insights but the different reasons for deviations need to be separated in order to understand the processes that led to these deviations. This separation may be difficult.

5 First Tests and their Results

A first attempt to assess the geometrical quality of cadastral maps tested a similar but less complicated system. In the 19th century a governmental agency was installed to manage the forests owned by the crown. The agency was responsible for maintenance, protection, and economical utilization. This required forest maps showing areas of different age groups. The responsibility for protection also included the protection of boundaries and thus the maps show the spatial extent of the forest parcels and thus show the same geometry as the cadastral maps. The measurements necessary for these maps were taken with similar equipment than used for cadastral maps.

The advantage of the forest maps over the cadastral maps is that the subdivision of the forest parcels was not changed in the last 150 years. Changing the subdivision would be difficult because the different areas are covered with trees of significantly different age and these trees should be cleared at different times. The subdivision shall support the clearing and therefore it remained unchanged. The subdivision is marked in the field by
stone markers and they have not been changed either. Therefore, resurveys of the original maps are easily possible.

Figure 2 shows one of the results of the analysis, in this case the relation between the distance of two points and the deviation of their vectors from the map and the resurvey. It shows that the differences between the vectors are not increasing with the distance between the points.

![Figure 2. Relation between deviation and distance between the points (Zachhuber, 2009)](image)

The investigation concentrated on finding systematic errors in the original measurements. The selected area south of Vienna was geologically stable and influences from processes like sliding soil were excluded. One of the questions was, for example, if the slope has an influence of the quality of the original observation. However, no significant influences could be detected (Zachhuber, 2009). Thus it seems that the quality of the personnel and the measurement strategy compensated the inferior quality of the measurement equipment. The quality of the data is only determined by the mapping scale.

![Figure 3. Distribution of deviations between original measurement and distance computed from the digital cadastral map in a test region in Vienna (based on Navratil et al., 2010)](image)

A second approach to assess the quality of cadastral data concentrated on data management issues in the cadastre. The idea was that cadastral updates show the geometry at
the date of survey. These documents do not only include the topology and a graphical representation of the geometry, but also measured distances between specific points, typically between boundary markers. These distances can only change if the representation of the boundary marker locations changes. This again requires an update document. In places where no such documents exist, measurements stored in the document and measurements taken from the current cadastral map should be equal. Differences between these two values must be caused by changes in the map representation, i.e., in one of more of the data management processes. Figure 3 shows the distribution of deviations found in a test area in Vienna. The sample consists of almost 200 observations of at most 100 m.

6 Conclusions and Outlook

The paper presented some first ideas for assessing the geometrical quality of cadastral data. It showed a systematic separation of different influences. These influences can be discussed separately using suitable test data. The resulting statements about geometrical quality are better than what is currently available.

Work on a systematic description of the different processes used for collecting data and managing the maps is in progress. The results should provide a basis to discuss the quality of the processes.

Another approach must include measurements of current boundaries. This can done in two different kinds of areas: Firstly, clearly defined parcels documented in the 20th century shall be resurveyed. The deviations will provide information on the documentation quality itself. Secondly, parcels that are not clearly defined, e.g., in alpine regions, shall be surveyed to investigate movement by social processes.
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Abstract

Many researchers have underpinned global climate change affecting especially spatio-temporal changes in precipitation and temperature in the Alps. However, the variability among the degree of changes is as high as the diversity of the datasets available. This paper explores precipitation and temperature datasets available from different sources: free of charge NOAA NCDC (National Oceanic and Atmospheric Administration, National Climatic Data Center) are compared with validated datasets from ZAMG (Austrian Weather Service), Austrian hydrographical surveys, data from the Ministry of Life Science, WorldClim (Global Climate Data), Histalp (Historical Instrumental Climatological Surface Time Series of the greater Alpine Region), HAÖ (Hydrological Atlas of Austria). Having pre- and post-processed the datasets, we use a spatial database to compare the data sources. Analysis have been done on datasets come from equal or closely related stations on a daily, weekly, monthly, and yearly basis. As a result, we conclude that free of charge datasets might be considered for e.g. climate change impact analysis and to be integrated in hydrological models, but one need to take into account the restrictions outlined in this paper.
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1 Introduction

Analysing the past climate change referring to changes in temperature and precipitation values are necessary to understand and to underpin climate change (Solomon et al., 2007; EEA, 2009). Global climate change impacts on water resources have been reported by numerous researchers (OECD, 2007). The most well-known climate change references on a global scale are the IPCC reports (Solomon et al., 2007) and the Millennium Ecosystem Assessment (Hassan et al., 2005). Even more dramatic are the reported climate induced changes on hydrology in the European Alps, with increasing temperatures twice the global average since the last century (EEA, 2009; Beniston, 2005; OECD, 2007). Local examples from Austria report on decreasing groundwater recharge of 25%
within the last 100 years (Harum et al., 2007). Also in Slovenia the measure of incoming and outgoing water is in a decreasing trend (Brancelj, 2009).

A growing number of climate change studies as well as applied research require high-quality climate data. But quality proved data from the European national meteorological services cost a huge amount of money that low budget research studies and NGOs cannot afford. Although there is still a lack of available data and a strong need to better sharing of information, some organizations and research centres provide datasets free of charge. Better data access and information sharing can facilitate the advanced analysis and use of climate data.

To support the above mentioned goal and to estimate the spatial distribution of the precipitation and to analyse water availability different climate data was collected from different sources. Using Python scripts the datasets are automatically pre-, and post-processed and stored in a PostgreSQL database (Zalavari et al., 2010). This method facilitates the further use of the data.

Quality control of data – after data collection – is the following step in every research study. Validated climate data sets are necessary for any precise and correct research. Because the NOAA datasets are free of charge and the website doesn’t consider too much quality information we decided to compare climate values from NOAA with validated values from the Austrian Weather Service. We form the hypothesis that the daily measurements at one unique station but datasets coming from different sources share the same value or very close measurements. As a conclusion we will answer our research question about « How good perform the free of charge NOAA datasets in comparison to validated datasets from national data providers? » As a consequence we decide whether or not to use these datasets for spatio-temporal water scarcity analysis in the Alpine environment.

2 Methods

2.1 Data collection

The NOAA repository (http://gis.ncdc.noaa.gov/geoportal/) is a worldwide data pool, intending free and unrestricted access for research purposes, education, and other non-commercial activities for altogether 18 surface meteorological parameters (including temperature and precipitation). Historical data are generally available for 9000 stations from 1929 to the present, while data from 1973 to present is almost complete for every station.

The HISTALP database consisting of monthly homogenised temperature, precipitation and other records (air pressure, sunshine, etc.) for the Greater Alpine Region (Auer et. al, 2005) The longest temperature series extend back to 1760, precipitation to 1800. This dataset is a collection of quality improved, long-term instrumental climate data freely available (http://www.zamg.ac.at/histalp/).

The third used dataset in this study is the validated national Austrian Weather Service (ZAMG).

2.2 Statistical Analysis

For the analysis we used a free programming language and software environment for statistical computing. R is widely used for statistical software development and data analysis.
An evaluation of the quality of the freely available (NOAA, HISTALP) datasets was carried out by comparing the daily measured values and the weekly, monthly, and annual average values against the daily measured ZAMG values and against respectively aggregated values.

Because the HISTALP data is available only on a monthly basis we aggregated monthly and annual mean values in the ZAMG dataset. Analysing the annual temperature between the ZAMG and HISTALP we chose the same station (Salzburg Airport).

3 Results

Having analysed the different datasets we achieved two main results as outlined in the following chapters.

3.1 Comparison between daily values of the ZAMG and NOAA datasets

In the first step we analysed the daily measured values between the same meteorological stations but data acquired from two different data providers: ZAMG and NOAA. As an example shown in Figure 1, the Salzburg Airport station (USAF ID Number 11150; lat: 47.80139, lon: 13.00167) shows some considerable differences up to one degree Celsius. The density of the two series is similar with little differences (Figure 2). Maximum and minimum values are more frequent in the ZAMG series. A difference larger than 2 °C is rare. For most of the months the mean difference are between 0.2 - 0.7 °C. As an example, Table 1 provides the summary statistics for September 2004.

![Figure 1. ZAMG vs. NOAA datasets at Salzburg airport](image-url)
Table 1. Monthly mean values from NOAA and ZAMG for September 2004 at the station

<table>
<thead>
<tr>
<th></th>
<th>Min.</th>
<th>1st Qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Qu.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZAMG</td>
<td>8.50</td>
<td>13.35</td>
<td>16.05</td>
<td>15.23</td>
<td>17.25</td>
<td>20.10</td>
</tr>
<tr>
<td>NOAA</td>
<td>8.60</td>
<td>12.72</td>
<td>14.95</td>
<td>14.70</td>
<td>16.85</td>
<td>19.10</td>
</tr>
</tbody>
</table>

Figure 2. Boxplot and histogram results for 2004 September

3.2 Comparison between annual values of the ZAMG and HISTALP datasets

The differences are larger compared to the daily-based comparison. The annual average temperature changes between 1981 and 2004 are depicted in Figure 3. The figure shows that the trends of the significant increasing temperature are stronger and the values are 1 °C Grad lower with the HISTALP data for most of the year. In terms of the increasing temperature trend, the daily NOAA series show a less significant increasing trend of approximate 0.5 °C. In contrast, the HISTALP series show an increasing trend of more than 1 °C considering the last 20 years.
4 Conclusion and Outlook

The results clearly show some differences between the datasets from the three different sources. It was predictable between the NOAA and HISTALP because of the homogenisation of HISTALP data but unexpected for the same NOAA and ZAMG meteorological station.

The degree of the difference between the ZAMG and HISTALP annual mean temperature values is around 1 °C in the chosen time interval.

Highlighting the benefits of daily resolution and the less variance from the ZAMG data we expect that the NOAA climate time series are adequate for the potential use in climate change impact analysis on the hydrological cycle. However the potential use of this dataset is promising but more study is needed to analyse the correlation between different datasets at a different time interval and place.
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Abstract

Search for a spatial data resource and determining its fitness for use with respect to the needs of an application is a challenging task for many users, especially for those who are not experts in the GI field. In traditional approaches, users are expected to know what type of spatial data resource they need, and which clearinghouse or geo-portal to search. In case of success, they are still left with the decision on fitness for use, based on complex metadata, for the few cases where such exists. We propose a system for guided search for spatial data resources. This system enhances current search engines with the decision intelligence on fitness for use. The proposed system, a ‘guided search engine’, works with profiles that contain data about users and relationships among them, and the usage of spatial data resources. With these profiles the proposed system can recommend a spatial data resource that fits the user’s needs. We illustrate capabilities of the proposed system on a request by a fictional user of a spatial data resource frequently present in the neo-geography world.
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1 Introduction

Let us introduce Garry Mayer. He is an entrepreneur who wants to know which areas in the city of Enschede are suitable for establishing a new restaurant with an existing parking lot. How would Garry find spatial datasets that are fit for his use? Connected to his Internet, he wishes only to type ‘unused areas in Enschede with parking space’ into his favorite search engine. He expects to receive a spatial dataset with attribute information that he needs (e.g., type of area, owner, amount of parking space).

A spatial dataset that complies with user requirements can be considered of acceptable quality, i.e., it is fit for use. The optimal choice and delivery of spatial datasets to end-users requires a solution to two fundamental problems. The first problem is:

1) How can end-users specify the requirements on spatial datasets that they want to obtain?

Users can provide a detailed list of data quality elements, e.g., as defined by ISO (2002) with acceptable values or ranges thereof. However, to expect a detailed list of values for each data quality element means targeting a very small spatial data quality user group. Most of the time, users only know what the application they want to use the spatial
data for is. In that case, a comparison of default quality requirements with quality metadata of the spatial dataset needs to be automated.

2) How do users assess the fitness for use of a spatial dataset?

Producers of spatial datasets often assume that users are able to determine a spatial dataset’s fitness-for-use before using it. They expect users to look at the production quality information and other parts of metadata of the spatial dataset and compare it with the list of quality requirements preferably using the same (standard) quality elements. Users often determine a spatial dataset’s fitness for use by comparison of an already selected spatial dataset with some other spatial dataset they may possess (Boin and Hunter, 2009). In case of an ‘incorrectly selected’ spatial dataset, such evaluation may cause important dissatisfaction.

In this paper, we propose a strategy to target spatial data users that are not experts in spatial data quality and its evaluation. We expect that users (such as Garry Mayer) will appreciate hints or suggestions during spatial data search. We sketch a system that will provide ‘guided spatial search’ based on reasoning over metadata to determine the spatial dataset’s fitness for requested use. In the remainder of the paper, we will first look at currently available means for determining a spatial dataset’s fitness for use, next we will discuss current approaches for spatial data search, and we will conclude with a sketch of the ‘guided spatial search engine’.

2 Current means of determining spatial dataset’s fitness for


Despite detailed definitions, left with ISO standard metadata information, users as Garry Mayer may feel lost and overlook quality statements as the whole. To avoid that, Devillers et al. (2007) suggested improving the visualization of spatial data by using business intelligence approach and tools. Improved visualization of data quality should help users in deciding on fitness for use. Fisher, et al. (2010) suggested re-definition of medatada from: “Data about data” as in (ISO, 2003b) to “information that helps users to assess the usefulness of a dataset relative to their problem” (Fisher, et al., 2010, p.11). This would require enriching technical medatada of a dataset with reports on socio-political context of a dataset’s creation, critical reviews of and opinions on the dataset and means for users to provide feedback on the dataset. By thinking along the risks involved in taking decisions based on the use of data that does not fit the application requirements, Hunter and de Bruin (2006) proposed a case study-based approach for users to see consequences of a spatial dataset’s misuse.

As Boin and Hunter (2009) confirmed, consumers of spatial data make little or no use of standard spatial data quality metrics. Conclusions drawn from consumer survey on the use of spatial data quality information are in the direction of improved data quality communication carefully considering users’ expectations while designing the interface for communicating spatial data quality. Boin and Hunter (2009) suggested, in line with
(Fisher et al., 2010), adding to data quality information other user experience with and opinions on the dataset.

3 Search for spatial data resources

With the advent of spatial data infrastructure (SDI) in the 1990s, the search for spatial datasets became a familiar task. Search is labeled by many as one of the critical factors in the path to optimal exploitation of spatial datasets. Through the years many steps have been taken to enable the search, from clearinghouses all the way to catalogue services. In spite of the effort put into facilitating the search, and the significant number of spatial data catalogues readily available, it remains a cumbersome task to find out what resources are available in the web from all types of spatial data providers, and which of the available resources best (or sufficiently enough) suit the user’s needs.

There exist a number of reasons for this. For the first part, spatial data search is always fragmented. The user is expected to have prior knowledge on available catalogues. For the second part, the user does not have mechanisms to search and filter resources based on fitness for use, but rather only on availability, which implies location/extent and/or keyword. Also, the search process is manual and unaided. There are no indexed resource descriptions, no knowledge about how a resource has been used or reused, and no comparative reasoning on similar resources. Exposing available spatial datasets to mainstream search engines (or upcoming recommender systems) is not an easy task.

An interesting development in this direction is the addition of spatial and temporal parameters to OpenSearch, the so-called OpenSearch-Geo extensions (Turner, 2007; Fonts et al., 2010). OpenSearch is the collection of technologies for sharing search results in a way that facilitates analysis and reasoning over the results (Clinton, 2005). Still, search for a spatial dataset remains based on extent and keywords, and does not include means for assessment of a dataset’s fitness for use.

To make the search process for a spatial dataset more user-oriented (as indicated in Section 2), an active search approach needs to be put in place. An active, ‘guided search engine’ may have a simple interface, and yet still be capable of searching across all spatial datasets (or their parts) and reasoning over dataset quality and previous dataset usage. As an added value, such ‘guided search engine’ would use the above capability for recommending a dataset based on the objectives of the user.

We propose to improve the intelligence of spatial data resource search systems by constructing a mechanism that ensures proper interpretation of the dataset’s metadata as a response to user requests, and that ‘prepares’ the decision on dataset’s fitness for use.

4 User profile and spatial data resource profile

To help users to decide on a dataset’s fitness for a certain use, we suggest embedding the decision intelligence into the spatial data search system. Such a system is based on user and spatial dataset profiles stored by the search engine in a database. The user profile contains information about the user in his process of searching for spatial data resources based on data quality parameters. Components of the user profile are data about user identity, searched spatial extent, and user requirements on datasets. User requirements on datasets can be expressed by the name of the application for which the searched dataset will be used, or by acceptable level of the dataset’s quality using elements defined by
Spatial dataset profile contains link to spatial dataset’s metadata, data about its rating, frequency of accessing it, volume of spatial data used (e.g., the whole spatial dataset or its parts), usage of related resources, and the location independent re-use (i.e., search for the same quality spatial dataset in another location). User and spatial dataset profiles are gradually updated using iterations to gather detailed user requirements (see Section 6).

5 Sketch of ‘guided search engine’

To provide spatial data resources that are fit for users, a number of components has to be added to the standard search approach. Figure 1 depicts the components and information flows of the so-called ‘guided search engine’. An OpenSearch (Turner, 2007) based search plugin is embedded in the user’s application for asynchronous communication with the Search Engine. This plugin allows to obtain user profiles, and also to deliver search results, and to actively track the user interaction with those results. Interaction with the user provides an active and passive long- or short-term (L/S-T) feedback to the engine. The Search Engine contains a recommender, a usage tracker and a store for profiles and L/S-T feedback, and the actual search/indexer. The recommender keeps track of user behavior and builds a profile of the relationship between users and spatial datasets as follows: user–spatial dataset (rating, activity, and application), spatial dataset–application (spatial dataset quality), and user–user (similarity). This data matrix is exploited in combination with user profiles in a process called collaborative filtering (Griffith et al., 2008) to reason over resources and recommend spatial datasets to users. The search results that the recommender delivers to users contain virtual service calls to the actual spatial datasets to keep track of usage of the resource. To support such tracking, a so-called Virtual Service Interpreter (VSI) is deployed. VSI receives requests from users and filter information tracking from the actual service request. Once that has been done, the VSI relays the request to the service provider and communicates to the usage tracker on the characteristics of the request. The usage tracker builds a profile of the usage of a

![Figure 1 Guided search engine](image-url)
resource based on the user applications, data quality values and volume of usage. This information is exploited by the recommender to refine and filter search results. The search/indexer implements the actual search as required by the recommender and actively crawls and indexes spatial data resources using location, content and quality.

The computation of spatial dataset’s (or its parts’) fitness for use is done using cosine similarity. This computation requires the following inputs: a multi-dimensional user requirements statement and a multi-dimensional metadata record describing existing spatial dataset. These inputs are represented using the bag-of-words (bow) format. A bow \( U \) is a set of binary tuples \( \{ (t_1, w_1), ..., (t_n, w_n) \} \) where \( t_i \) are descriptive terms and \( w_i \) are weights that represent the importance of the term in the description. The similarity between bows is determined by comparing the deviation of angles between the vectors that each bow represents. These vectors are obtained by plotting the bows on a \( N \)-dimensional vector space model where each term represents an axis. Given two vectors \( \vec{U} \) and \( \vec{T} \) representing user requirements and a spatial data resource. Their cosine similarity is obtained using the vectors magnitudes and their scalar product as follows:

\[
\text{similarity} (\vec{U}, \vec{T}) = \frac{\vec{U} \cdot \vec{T}}{||\vec{U}|| \times ||\vec{T}||} \quad \text{where} \quad ||\vec{U}|| = \sqrt{\sum_{i=1}^{n} w_i^2}
\]

Resulting similarity values are ranked and the result is presented to the user. As an example of this computation, let us consider Garry Mayer’s free text request as the following bow: \( P_u = \{ (\text{Enschede}, 2.0), (\text{unused areas}, 1.0), (\text{parking space}, 0.5) \} \). To make sense of the request, besides location identification, the first iteration of the similarity analysis is used to deduce the application area related to the request. For this, ISO’s topic category list (ISO, 2003b) is used. Weights of terms with respect to the category are determined by computing their degree of closeness using latent semantic analysis (Landauer et al., 2007). The bow for the transportation category is:

\[
P_{\text{trans}} = \{ (\text{road}, 1.0), (\text{tunnel}, 1.0), (\text{vehicle}, 1.0), (\text{station}, 1.0), ... \\
\quad ..., (\text{building}, 0.7), (\text{car park}, 0.7), (\text{polygon}, 0.5), (\text{area}, 0.3), ... \}
\]

The similarity values resulting from the intersection check between the users request bow and the various category bows (i.e., \( P_u \cap P_{\text{trans}} \neq \emptyset \)). Once the application area is identified, the search engine deploys the default profile (including quality values) values for that application and interacts again with the user. This iterative process results in a spatial dataset that fits the application derived from Garry’s input free text request. A subsequent iteration refines the search based on default data quality requirements associated with the application. Once the spatial dataset is picked, the search session is recorded by updating user and spatial dataset profiles, as described in Section 4.

6 Conclusion

Organized geo-portals expect minimum metadata information attached to a spatial data resource. However, we cannot assume data quality being explicit all the time in all spatial data resources available. We propose a ‘guided search engine’ that fills the gap between application experts (such as Garry Mayer) and geo-information experts (those that understand ISO/TC211 quality definitions). Our approach enables to gradually build quality requirements for various applications from user tracking and feedback.

End-users want an information product, and if such product does not exist, it may be produced from existing spatial data resources. This can be a dataset or a computing pro-
cess. A computing process needs resources to produce output, which itself is a dataset. We believe that the ‘guided search engine’ proposed can also accommodate geo-information expert users or web processing services as users. We recognize that rating parameters and values for tracking user satisfaction and experience with spatial data resource can be an implementation challenge.
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Abstract

GeoViQua is a recently started FP7 project (ENV.2010.4.1.2-2; nr 265178) focused on adding rigorous quality specifications to the Global Earth Observation System of Systems (GEOSS) spatial data in order to improve reliability in scientific studies and policy decision making. Quality visualization and search tools will be integrated to the public GEOPortal to assist in the spatial data discrimination for scientific purposes; the project will also contribute to the definition of a GEOLabel concept reflecting scientific relevance, quality, acceptance and societal needs. To achieve all this, several pilot cases spread over the whole Earth Observation chain are performed, considering remote sensing acquisition and data processing, and its application to the main GEO (Group on Earth Observations) Societal Benefit Areas: climate, biodiversity, ecosystems, agriculture, water, etc. Other data and methods are considered as well, such as interpolation techniques and their quality implications on cartographic products.

Keywords: Spatial quality, visualization, geo-search, GEOLabel, Earth Observation, SBA.

1 Introduction

GeoViQua, the contraction of GEOSS Visualization and Quality, is a 7th Framework Project initiative funded by the European Commission under the ENV.2010.4.1.2-2 theme - Integrating new data visualisation approaches of earth Systems into GEOSS development. GeoViQua started on February 2011 and it is expected to be finished by 2014 with the aim of adding spatial data quality focusing on its elicitation, visualisation and search, under the umbrella of GEOSS, the Global Earth Observation System of Systems. GEOSS is coordinated by the Group on Earth Observations, GEO (GEO, 2005), a public infrastructure that interconnects a diverse and growing array of instruments and systems to allow monitoring and forecasting changes in the global environment. GEOSS supports policy-makers, resource managers, scientific researchers and many other experts and decision makers in their daily work with Earth Observation (EO) data. The GEOSS Common Infrastructure (GCI) provides a clearinghouse (GEOSS registry and data cata-
logue) and a GEOPortal to discover and visualize data in integrated, standardize and interactive way allowing it to be broadly used by the scientific community when dealing with representation and modelling of Earth Systems. GCI is composed of standardised components tested in the Open Geospatial Consortium (OGC) Architecture Implementation Pilots (AIP) (Husar, 2008). The GCI is subject to continuous development and improvement of its functionality, from infrastructure and back-end services to context-driven applications and human-computer interfaces. A major target for this development is the wide variety of Societal Benefit Areas (SBA) that GEOSS addresses: Health, Disasters, Weather, Energy, Water, Climate, Agriculture, Ecology and Biodiversity (GEO, 2005).

GeoViQua main objective is to improve the GCI providing the user community with innovative quality-aware visualisation and advanced geo-search capabilities making them available through the GEOPortal and other end-user implementations. To this end, GeoViQua will attach standard quality parameters to the current metadata making it available to users and experts, producing more reliable studies about Earth systems and their dynamics, and tagging spatial information by means of a quality label: the GEOLabel.

To achieve all tasks, GeoViQua is supported by a group of 10 partners: Catalan, French, Italian and German research centres (CREAF, CEA-LSCE, CNR-IMAA, Fraunhofer-IGD, 52North); a Catalan and two English Universities (Universitat Autònoma de Barcelona -UAB-, Aston University and University of Reading); a Dutch company (S[&]t); and the European Space Agency (ESA).

2 Procedure

2.1 Quality elicitation

Many datasets provided through GEOSS and other systems lack the quality information needed to allow users to decide about their fitness for a purpose. This information has then to be derived from:

- Encouraging major data producers to provide information about data provenance in human or machine readable forms.
- Developing tools to process and compare datasets, as “ground-truth” remotely-sensed data with in-situ observations, thereby deriving quantitative information about data uncertainty.
- Developing tools and procedures to allow users of datasets to provide feedback about the utility of datasets for their purpose.

In GeoViQua, information about data quality will be extracted from metadata, data itself, validation processes with in-situ sensors, provenance information and user feedback. Current and extended standards over data quality description will be used or developed to define ‘quality indicators’, including quality and provenance parameters as those proposed by the GEO strategy on data quality: the Quality Assurance Framework for Earth Observation -QA4EO- (QA4EO task team, 2010).

2.2 Standards quality codification

Currently, most spatial data producers register information about data quality along with metadata. However, this information remains largely ignored by data users, as not all geodata end users are spatial data experts, leading to the risk of making poor decisions based on spatial data. The usability of quality information is hindered by the lack of
simple, powerful and appropriate tools that can effectively manage, store, manipulate, query, update or display quality information.

The metadata model in ISO19115 allows data quality to be encoded using the DQ_DataQuality element, which contains several fields, as a DQ_Element containing DQ_QuantitativeResult elements. The standard also allows conformance results and lineage information. GeoViQua will use the ISO19157 model (that was previously in ISO19115:2003) as the starting point for representing data quality, although it will be necessary to propose some extensions to allow data quality to be linked with results on a pixel-by-pixel basis where this can be realistically done. Best practices examples to illustrate how to employ the extended ISO19157 focussing on quantitative quality indicators will be developed.

UncertML, developed by Aston University, is a proposed standard that provides a well defined encoding for uncertain quantities, and a mechanism for weak typed approaches through the use of dictionaries. UncertML includes support for all commonly used quality indicators and aligns with QA4EO focus on rigorously defined statistical representation of data quality (Williams et al., 2008).

GeoViQua will extend UncertML to allow descriptions of further types of uncertainty, including qualitative descriptions consistent with ISO19157, and promoting the use of UncertML within the EO context to become a best practice paper in OGC, and exploring its standardisation within the ISO process.

2.3 Quality description embedded and linked with data

Currently, information about quality is usually stored separately from data (e.g., in an XML metadata document in a metadata catalogue, as occurs in the current GEOSS catalogues). GeoViQua will connect such quality metadata with the dataset and with the services that provide data visualisation to allow quality information to be used, propagated and re-documented in any derived product.

Spatial data quality becomes more critical when several geoprocessing services are chained (Masó et al., 2011). One of the key deficits of current approaches to data quality propagation in geospatial processes is that they fail to consider provenance information - the sequence of processes by which a data has been prepared for usage (for example, resample, interpolation, line generalisation or atmospheric correction). Data quality may be acquired in a static state by quantitative or qualitative testing or in an operational state by tracking the processing steps that have been applied. While in evaluating the static state one is concerned about the accuracy (in terms of extent and magnitude of errors) and other quality components that can be measured or quantified, the operational state evaluation aims to understand data quality by reviewing the provenance. The operational state is then concerned with evaluating the current version of data in relation to the original sources and processing chain. A provenance record can be invoked to ascertain, for instance, when, how and where data was produced; dataset derivation information; types of resources used; workflow of data derivation, etc. Provenance metadata entries can also be used to provide information on run time, resource consumption, computational anomalies, and past executed workflows.

2.4 Quality visualisation and search

Visualisation of spatial data is a very important process for end users to assess data suitability for specific targets. Simplistic visualisation tools often do not provide enough
information about quality for a user to make a decision. Users also need to discover new datasets, and quality information is extremely important in this context to allow users to find the best dataset for their purpose (van der Wel et al., 1994). Within GeoViQua, graphical representation of metadata quality parameters will be developed helping the user to know data collection structure and patterns and thus to easily mine data.

Geo-searches usually produce multiple results: users are therefore lost in assessing which datasets are the best suitable for them in terms of quality. GeoViQua will ensure that users are able to search in datasets conform to certain quality standards, (e.g., limiting search results to those datasets that are associated with a GEOLabel). Query by location with metadata, quality statistical charts, and quality representations through symbolization are some of the techniques to be explored. Search results will be linked to relevant quality information so users can merge, prioritise and threshold quality metrics to build specific, re-usable models of "fitness-for-use".

These data visualization and search strategies, related to data quality information, will be integrated, through existing standards, on the GEOPortal to be accessible to everyone, as well as on mass market "Google Earth-like" map tools and mobile devices.

2.5 The GEOLabel definition and application

Within GeoViQua a spatial quality indicator, GEOLabel, will be defined to ensure at maximum users knowledge about quality when using spatial data, an issue particularly critical in scientific studies.

GEOLabel requirements will be firstly mined and determined, integrated into all GeoViQua components, validated and applied by the pilot cases, and finally disseminated to the community. This theoretical and methodological definition will be complemented in collaboration with the FP7 EGIDA project and the GEO task ST-09-02 committee, responsible of promoting GEOLabel in GEOSS.

2.6 From theory to reality: pilot cases assistance

GeoViQua sets seven PC to cover a variety of techniques, source data, spatial resolutions (from global to local), time resolutions (from near real time to decades) and GEO SBA among other useful cases (Table 1). This broad range of applications will enable to access much-needed contextual expertise and information on real-world challenges, and promote constant dissemination of GeoViQua research and development activities. These considered PC include the following scenarios:

1. Agriculture. Provides local collection of data on semiautomatic classification of agricultural irrigated crops. The Joint Research Centre provides data from LUCAS (Land Use/Cover Area frame Statistical Survey) and Eurostat (UAB, JRC). (Serra et al., 2009)

2. Global Carbon Cycle. Offers the opportunity to develop and integrate new data visualisation approaches of carbon fluxes in GEOSS including crucial quality data lacking in most current carbon portals. (CEA-LSCE). (Peylin et al., 2002)

3. Climate. Combines numerical models with observations, requiring a deep understanding of the uncertainties inherent in both approaches. (University of Reading, UAB). (Pons and Ninyerola, 2008)

4. Air quality. Focuses on the provision of information from in-situ air quality sensors (PM_{10} and/or NO_{2}) to mobile users. (52North). (Pebesma et al., 2007)
5. *Land Use*. Addresses the relation between landscape dynamics and biodiversity for several SBA. Errors and uncertainties propagate when combining data from different sources, spatial resolutions, dates and transect models, when categories do not nest or correspond, etc. (CREAF). (Krauss *et al.* 2010)


7. *Remote Sensing chain*. Provides Landsat series processed images, from row images to final products, helping to validate GeoViQua proposals and aiding to deepen inside the knowledge about the organization and use of metadata and data to improve tools that deal with provenance. (ESA, UAB). (Serra *et al.*, 2003)

**Table 1.** Pilot cases classification, where 1 stands for Agriculture, 2 for Global Carbon Cycle, 3 for Climate, 4 for Air Quality, 5 for Land Use, 6 for Water Cycle, and 7 for Remote Sensing chain.

<table>
<thead>
<tr>
<th>Pilot Cases</th>
<th>Technique</th>
<th>Source</th>
<th>Societal Benefit Area</th>
<th>Time</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Detection</td>
<td>Digitizing</td>
<td>Series comparison</td>
<td>Raw Satellite</td>
<td>In-situ sensors</td>
</tr>
<tr>
<td>2</td>
<td>Classification</td>
<td>Generalization</td>
<td>Interpolations</td>
<td>Numerical models</td>
<td>GIS, DEM</td>
</tr>
<tr>
<td>3</td>
<td>On field validation</td>
<td>Summaries</td>
<td>Raw Satellite</td>
<td>In-situ sensors</td>
<td>Aerial photography</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>Raw Satellite</td>
<td>In-situ sensors</td>
<td>Aerial photography</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 **Conclusion**

- Based on user requirements, GeoViQua will formalize and implement a methodology to extract, encode, embed and link data quality information with data.
- It will provide technology and implementation foreground to the quality assurance protocols proposed by QA4EO and deliver interfaces to visualise quality related parameters in a range of data visualisation tools, including those serving mobile devices. It will also provide quality enable geo-search strategies.
- Such tools and web services will become part of the European contribution to GEOSS being integrated in the GCI architecture, and will follow the evolving directives on standards as given by the OGC and the IEEE Standards Interoperability Forum (SIF).
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Abstract

Pipeline route selection is a critical issue because of its environmental, social and economical impacts on the region. It is a multi criteria decision making (MCDM) approach based on weighting the criteria by experts. Since it is not expected that decision makers have enough knowledge regarding whole aspects of the problem and effective criteria, therefore the knowledge-based pipeline route selection is an uncertain problem. Uncertainty in experts’ viewpoints must be handled to select the least cost pipeline route. In this research, Dempster-Shafer theory (DST) of evidence was used to handle the uncertainty in the least cost pipeline route selection. DST allows the expression of ignorance in uncertainty management and the Dempster rule of combination provides an important approach to aggregate indirect evidence and incomplete information. Also, a sensitivity analysis was performed using Monte Carlo simulation by changing the experts’ allocated weights. The reliability of the proposed approach was successfully verified.

Keywords: Dempster Shafer theory of evidence, Dempster's rule of combination, pipeline route selection, multi criteria decision making, uncertainty.

1 Introduction

Pipeline route selection is a critical issue because of its environmental, social and economical impacts on the regions. It can be considered as a multi criteria decision making problems. Some studies have been undertaken for the optimum pipeline routing using some selected criteria (Delavar and Naghibi, 2003; Nataraj, 2005; Restriction regulations of natural gas pipelines in the vicinity of buildings and facilities, roads, transmission power lines, railroads and oil pipelines, 2006; Yildirim and Yomralioglu, 2007; Matos et al., 2008). However, none of these studies consider uncertainty and heterogeneity between experts’ viewpoints for pipeline route selection. On the other hand, pipeline route selection is a MCDM problem based on weighting the criteria allocated by the experts. However, since it is not expected that decision makers have enough knowledge regarding whole aspects of the problem, the knowledge-based route selection is an uncertain problem. Therefore, DST can be used to handle this kind of uncertainties in the MCDM problem. Some studies have been done to handle uncertainty using DST (Amiri et al., 2007;
Jahankhah, 2010; Sentz and Ferson, 2002; Tangestani and Moore, 2002). In this research, according to the criteria weighted by DST of the evidence, the least cost gas pipeline route is selected from Orumiyeh to Maku in the Western Azarbayjan Province, Iran. The method has been successfully implemented for determination of the least cost gas pipeline route.

The structure of the rest of this paper is as follows: Section 2 provides an introduction to DST and Dempster's rule of combination. Section 3 demonstrates the proposed approach and its implementation. Section 4 draws the conclusions.

2 Dempster Shafer theory of evidence and Dempster's rule of combination

The Dempster-Shafer belief structure was introduced by Dempster (1967) and by Shafer (1976). Dempster-Shafer theory, an extension of Bayesian probability theory, allows for the expression of ignorance in uncertainty management (Gordon and Shortliffe, 1985; Lee et al., 1987). Let \( X \) be the universal set: the set representing all possible states of a system under consideration. The power set \( 2^X \) is the set of all subsets of \( X \), including the empty set. The theory of evidence assigns a belief mass to each element of the power set. Formally, a function \( m \) is called a basic belief assignment (BBA) (Shafer, 1976):

\[
m : 2^X \rightarrow [0, 1]
\]

where it has two properties (Shafer, 1976): The mass of the empty set is zero and the masses of the remaining members of the power set add up to a total of 1:

\[
m(\emptyset) = 0 \quad \sum_{A \in 2^X} m(A) = 1
\]

The mass \( m(A) \) of \( A \), a given member of the power set, expresses the proportion of all relevant and available evidence that supports the claim that the actual state belongs to \( A \) but to no particular subset of \( A \).

From the mass assignments, the upper and lower bounds of a probability interval, plausibility measure \( pl(A) \) and belief measure \( bel(A) \), can be defined as follow (Shafer, 1976):

\[
bel(A) \leq p(A) \leq pl(A)
\]

\[
bel(A) = \sum_{B \subseteq A} m(B)
\]

\[
pl(A) = \sum_{B \cap A \neq \emptyset} m(B)
\]

\[
pl(A) = 1 - bel(2^X - A)
\]

where \( p(A) \) is the probability of \( A \). While belief represents the degree of hard evidence in support of a hypothesis, plausibility indicates the degree to which the conditions appear to be right for that hypothesis, even though hard evidence is lacking. The range between the two is called the belief interval, and represents the degree of uncertainty in establishing the presence or absence of that hypothesis (Eastman, 2001).

DST can combines evidence from different sources and arrive at a degree of belief (represented by a belief function) that takes into account all the available evidences. The Dempster’s rule of combination provides an important approach to aggregate indirect
evidence and incomplete information. The combination (called the joint mass) is calculated from the two sets of masses \( m_1 \) and \( m_2 \) (Shafer, 1976):

\[
m_{1,2}(\emptyset) = 0
\]
\[
m_{1,2}(C) = (m_1 \oplus m_2)(C) = \frac{1}{1-K} \sum_{A \cap B = C \neq \emptyset} m_1(A)m_2(B)
\]
\[
K = \sum_{A \cap B = \emptyset} m_1(A)m_2(B)
\]

where \( K \) is a measure of the amount of conflict between the two mass sets.

3 Methodology and case study

In the proposed approach, to select the least cost gas pipeline route, at first, the influential criteria were selected and the required data were collected and prepared. The weights of the criteria according to the experts’ opinions were determined. Then, Dempster combination rule was used to combine experts’ viewpoints and take into account all the available evidences. The least cost gas pipeline route was obtained by combination of input layers using their computed weights. At the end, a sensitivity analysis was performed using Monte Carlo simulation by changing the experts’ allocated weights.

In this research, the optimum gas pipeline route from Orumiyeh to Maku in Western Azarbeyejan state, Iran, was determined (Figure 1a). Western Azarbeyejan Province has an area of 37059 km\(^2\), occupying 2.25% of the Iranian territory. It has 5319921 m gas pipeline route and uses about 3200*10\(^6\) m\(^3\) natural gas per year. Orumiyeh and Maku are the first and third cities in this Province in terms of area.

According to the similar research (Iranian restriction regulations of natural gas pipelines, 2006 ; Delavar and Naghibi, 2003; Matos et al., 2008; Nataraj, 2005; Yildirim and Yomralioglu, 2007), six criteria were considered in the computation process including slope, and distances from urban areas, roads, rivers, faults and mines. Therefore, six input map layers were used including urban areas, roads, rivers, faults and mines obtained from National Geoscience Database of Iran (www.ngdir.ir) and slope that was derived from SRTM DEM with 90 m grid dimension.

The next step was the classification of the study area according to the criteria. The slope was classified per 10 degree (Figure 1b). According to Iranian restriction regulations of natural gas pipelines (2006), gas pipeline route cannot be located nearer than 250 m of urban areas and the studied area must be classified to two classes in term of suitability. In order to have more certainty about our selection, the study area was classified to three parts including areas closer than 250 m (threshold 1), between 250 m and 500 m (threshold 2) and more than 500 m from urban areas (Figure 1c). The employed thresholds 1 for roads (Type 1, 2 and 3), rivers, faults and mine are 60, 50, 30, 250, 250 and 250 m, respectively and thresholds 2 are twice the thresholds 1. For other layers, similar operations were done (Figures 1d, e, f and g).
Three experts evaluated the weight of each criteria for gas pipeline routing in terms of their contribution (Table 1). The viewpoint of each expert was considered as an evidence (E 1, E 2 and E 3). Since it is not expected that the experts have enough knowledge regarding whole aspects of the problem, therefore the knowledge-based route selection is
an uncertain problem. Uncertainty in experts’ viewpoints must be handled to select the least cost pipeline route. In this research, DST of evidence was used to handle the uncertainty and combined the evidences from different sources. Therefore, using Dempster’s rule of combination, a degree of belief was calculated that takes into account all the available evidences. Table 1 also represents the combination of views provided by expert 1 and expert 2 (E 1,2) and the final weights E 1,2,3 (combination of E 1,2 and expert 3’s view).

Table 1. The weights assigned to the criteria according to the expert’s opinion

<table>
<thead>
<tr>
<th>Criteria</th>
<th>E 1</th>
<th>E 2</th>
<th>E 3</th>
<th>E 1,2</th>
<th>E 1,2,3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope (degree)</td>
<td>0.25</td>
<td>0.3</td>
<td>0.25</td>
<td>0.1316</td>
<td>0.036</td>
</tr>
<tr>
<td>Distance from Urban Areas (m)</td>
<td>0.3</td>
<td>0.35</td>
<td>0.25</td>
<td>0.1842</td>
<td>0.051</td>
</tr>
<tr>
<td>Distance from Roads (m)</td>
<td>0.1</td>
<td>0.1</td>
<td>0.15</td>
<td>0.0175</td>
<td>0.003</td>
</tr>
<tr>
<td>Distance from Rivers (m)</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0175</td>
<td>0.002</td>
</tr>
<tr>
<td>Distance from Faults (m)</td>
<td>0.15</td>
<td>0.1</td>
<td>0.15</td>
<td>0.0263</td>
<td>0.004</td>
</tr>
<tr>
<td>Distance from Mines (m)</td>
<td>0.1</td>
<td>0.05</td>
<td>0.1</td>
<td>0.0088</td>
<td>0.001</td>
</tr>
</tbody>
</table>

The cost distance surface between any location on the surface and the point of origin (Orumiyeh) was generated based on input layers and their final weights. Then the least cost path for the gas pipeline between Orumiyeh and Maku was calculated (Figure 1h).

To assess the reliability of the least cost pipeline route selection, a sensitivity analysis was undertaken by changing the experts’ weights. The experts’ weights for the six criteria were varied within a range of 10% to do such a simulation. The results (Figure 2) showed that the determined pipeline route was robust and the perturbation of the decision weights had a small impact on it and is almost independent of changes in the decision weights associated with the selected criteria.

Figure 2. The results of sensitivity analysis by changing the experts’ weights within a range of 10%
4 Conclusion

Pipeline route selection is a MCDM problem based on weighting the criteria by the experts. However, since it is not expected that decision makers have enough knowledge regarding the whole aspects of the problem, uncertainty exist in the experts’ perspective. In the proposed approach, DST was used to make the decision under uncertainties. Using a Monte Carlo simulation, the reliability of results was assessed with respect to a change in the experts’ weight within a range of 10%. The results verified the validity of the determined least cost pipeline route under uncertainty in experts’ viewpoints.
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Abstract

One of the stakes of Observox, an observatory of agricultural practices, is to deal with imperfect spatial information and to always associate a quality evaluation to acquired or computed data. So, we introduce the notion of fuzzy geographical entities. Then, we consider both spatial and quantitative information in order to obtain fuzzy local quantitative information. This paper proposes a new operator which gives the fuzzy quantity of spatially disseminated chemical products for each location.

Keywords: Imprecision, fuzziness, propagation, agriculture.

1 Introduction

In the past 30 years, the use of GIS has grown and today it is the standard for managing spatial – as located on Earth – and spatiotemporal data. Their use goes from archaeology (Conolly and Lake, 2006; De Runz and Desjardin, 2010) to agronomy (the context of this work).

The spatial feature of studied entities is often as imprecise (and/or uncertain) as its quantitative and descriptive features. According to literature (Klir and Yuan, 1995; Smets, 1995; Fisher et al., 2006; De Runz et al., 2008), fuzzy set theory and fuzzy logic are a good approach to deal with this kind of data imperfection. Then, one can build entities where both the spatial and the quantitative features are fuzzy.

The fuzzy set theory allows overlap between fuzzy shapes. The question is: what is the value of fuzzy quantitative attributes in a location where two or more fuzzy spatial shapes overlap? The answer to this question is the heart of this article.

Actually, in order to build an observatory on agricultural practice in the Vesle Basin, we have to deal with multiple sources of information that introduce imprecision in the object. From this situation, spatial and quantitative information may thus be imprecise.

Indeed, in the spatial context, there is two main ways for modelling imprecision (Bejaoui et al., 2009). In the first hand, the crisp models extend or transform precise spatial concept in order to represent spatial imprecision as for instance the Egg-Yolk model (Cohn and Gotts, 1996). In the second hand, the models are based on uncertain mathematical theories as the ones, such as (Navratil, 2007), using fuzzy sets (Zadeh, 1965), either those, for example (Worboys, 1998), exploiting rough sets, or those, as for instance
The fuzzy models give us a unique and soft framework that allows us to represent imprecision and to better conceptualize the reality (see Smets (1995)). As the aim of our system is to give interpretable information in each location of the monitored space, fuzzy data modeling data is used by us.

This paper exposes our opinion and choices in order to answer to these questions in the context of agronomical data exploitation. It introduces an operator for the propagation of spatial imprecision to imprecise quantitative information. It also presents a global structure for the management of fuzzy geo-entities. This structure is based on a fuzzy data storage impact analysis.

Section 2 is devoted to the imprecise geo-entity modelling in the framework of fuzzy set theory. Then, the propagation of imprecision in overlapping areas is studied (section 3). Finally, the conclusion is presented in section 4.

2 Fuzzy modeling of agronomical entities

In the sustainable development context, the AQUAL project (a State-Region Project in the Champagne-Ardenne, France) highlights the need of a monitoring environment for the study of agricultural practices and their pressure on the water resources in the Vesle basin. It is called Observox and it exploits data coming from heterogeneous sources: satellite images, land registry, statistical data, Corine Land Cover and other European data. The construction of a unique set of entities implies the combination of information coming from all the sources. The built entities thus induce some imprecision in the definition of spatial features and quantitative attributes (Shi, 2010).

On the other hand, Fisher in (Fisher, 1996) presents a comparative study between crisp sets and fuzzy sets in order to model landscape. The formers simplify the modeling but could amplify errors. The latters make the models and the treatments more complex. In (Fisher et al., 2006), the authors present a taxonomy of uncertainty in spatial context where the vagueness is associated to the fuzzy set theory. According to (Duckham et al., 2001), vagueness is a special type of imprecision. Vagueness and imprecision could be both represented by fuzzy sets (Bouchon-Meunier, 1995; Klir and Yuan, 1995; Smets, 1995) introduced in (Zadeh, 1965).

According to this, in agronomical studies as well as in geography, the geographical entities could be modeled as fuzzy geographical entities. Those entities have a label, a fuzzy spatial shape and a set of fuzzy quantities (each quantity corresponds to a specific attribute such as population or a specific chemical). The definition of a geographical entity may be defined as follows.

Let $\Omega$ be the set of studied geographical entities \{A$_1$,\ldots,A$_n$\}. Let be $\mathcal{Q}$ the set of monitoring quantitative information (Q$_1$,\ldots,Q$_m$) if one supervises $m$ different information (P$_1$,\ldots,P$_m$) as for instance $m$ different molecules or products. Let us define a fuzzy geographical entity A$_i$ in $\Omega$ as an object described by:

- A label or concept LA$_i$, member of an ontology.
- A fuzzy set FSA$_i$ describing its spatial representation. The membership function $\mu_{SA}$ of FSA$_i$ is defined on $\mathbb{R}^2$.
- A fuzzy quantity FQ$_j$A$_i$ for each quantity $Q_j$ (of P$_j$) in $\mathcal{Q}$. The membership function $\mu_{QA}$ of FQ$_j$A$_i$ is defined on $\mathbb{R}^+$. 

An example of an A$_i$ is shown in Table 1.
Table 1. A fuzzy geographical entity $A_i$ (only one quantitative information is shown)

<table>
<thead>
<tr>
<th>Type of information</th>
<th>Attribute</th>
<th>Value example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label/Function</td>
<td>$LA_i$</td>
<td>Vineyard</td>
</tr>
<tr>
<td>Spatial definition</td>
<td>$FSA_i$</td>
<td></td>
</tr>
</tbody>
</table>

Quantity of $P_j$
(e.g. Isoproturon)

If $Q_j$ is a precise quantity (with a value $a$), it could be represented by a singleton in the fuzzy set theory as follows: if $q=a$ then $\mu_{Q_jA_i}(q)=1$ else $\mu_{Q_jA_i}(q)=0$ such as $q$ belongs to $\mathbb{R}^+$. This principle is presented in figure 1.

![Illustration of a precise quantity $a$ represented in the fuzzy set theory.](image)

In the context of OBSERVOX, $Q$ is the set of studied chemical (or at a micro-scale, the set of phytosanitary molecules). It could be for example a fuzzy prescribed dose or an estimation of quantity which was actually spread.

The next section is devoted to the sensibility of quantity values in a space location.

### 3 Propagation of imprecision

Let us consider $x$ a location. We consider that the confidence in $FQ_jA_i$ should be put into perspective with the membership degree $\mu_{SA_i}(x)$ in order to define $FQ_jA_i,x$ with its membership function $\mu_{Q_jA_i,x}$ as proposed in (1). In this definition, when a fuzzy geographical entity $A_i$ does not participate to the definition of $x$ ($\mu_{SA_i}(x) = 0$), the quantity of product $P_j$ diffused at $x$ by $A_i$ is certain and null.

\[
\begin{align*}
\text{if} & \quad \mu_{SA_i}(x) \neq 0 \quad \text{then} \quad \mu_{Q_jA_i,x}(q) = T(\mu_{SA_i}(x), \mu_{Q_jA_i}(q)) \\
\text{else} & \quad \text{if} \quad q = 0 \quad \text{then} \quad \mu_{Q_jA_i,x}(q) = 1 \\
\text{else} & \quad \mu_{Q_jA_i,x}(q) = 0 \\
\end{align*}
\]

(1)

with $q$ in $\mathbb{R}^+$ and $T$ an aggregation function, usually a $t$-norm such as the multiplication or the minimum.

The imprecision, conceptualized using a classical fuzzy number for quantities and by fuzzy area for spatial feature, is propagated in the consideration of fuzzy quantities at a specific location. As our goal is to consider all the quantities of a specific product at each location of the space, an aggregation operator is now needed for obtaining the combined information. Then, we use the Zadeh’s extension principle that allows to extend
usual operation in the fuzzy set context such as in our context the sum (due to the additive aspect of product diffusion).

Thus if we deal with an additive information $P_j$, using this hypothesis and Zadeh’s extension principle we define $FQ_{j,x}$ the overall quantity at the position $x$ by following the equation (2) for the definition of its membership function $\mu Q_j, x$.

$$\mu Q_{j,x}(q) = \sup_{q \in \mathbb{R}} \left( \min_{A_i \cap A_k \in \Omega^2, i \neq k} \left( \mu Q_j A_i, x(z), \mu Q_j A_k, x(t) \right) \right)$$

![Equation (2)](image)

**Figure 2.** Illustration of the imprecision propagation on quantitative value $Q_j$ of $P_j$ for a specific location $x$, with $\Omega=\{A_1, A_2\}$, $\mu SA_1(x)=0.8$ and $\mu SA_2(x)=0.4$.

In order to test the feasibility of our approach, we illustrate it using two overlapped fuzzy geographic entities ($A_1$ and $A_2$) at a specific location $x$ (figures 2 and 3). The goal is in this example to determine the total quantity of a chemical $P_j$ (corresponding to Benton-zone) at $x$.

![Figure 3](image)

**Figure 3.** Illustration of the imprecision propagation: a spatial/quantity view.

This principle allows us to compute the quantity of each monitored molecule in every location of the studied region. The confidence in the computed fuzzy quantity is lower (or equal) than the original confidence in each fuzzy geographical entities.
4 Conclusion

In this paper, we propose a study of the imprecision propagation from spatial information to quantitative one. We firstly introduced our context and our approach of a fuzzy geographical entity. Next, we proposed a new operator of imprecision propagation.

This paper is a starter for the future construction of an agricultural practice observatory. In our future work, we will use conceptual approach that allows us to automatically obtain a fuzzy spatiotemporal data storage solution (Zoghlami et al., 2011), but we also want to study the propagation of quantitative imprecise information into other topological relations between fuzzy spatial objects.

This paper is a preliminary study before building the observatory. It presents our choice at the beginning of the project. In our future work, we will develop our approach by defining new fuzzy agronomical indices in the observatory.

Acknowledgements

We would thank the Seine-Normandy Water Agency, Champagne-Ardenne Region Council, France and European Union, through the FEDER, for their funding of the project CPER AQUAL.

Bibliography


Spatial Data Model for Local Government with the Inspire Rules

Jose Carlos Martinez Llario¹, Rafael Sierra Requena² & Eloina Coll Aliaga³

¹ PhD in Geodesy and Cartography. Universitat Politècnica de València. jomarlla@cgf.upv.es
² Engineer in Geodesy and Cartography. Universitat Politècnica de València. rasiere@upvnet.upv.es
³ PhD in Geodesy and Cartography and degree in Computer Engineering. Universitat Politècnica de València. ecoll@cgf.upv.es

Abstract

This article focuses on the study of a new spatial data model for the Spanish Local Government in accordance with the Directive 2007/2/EC (INSPIRE). The new data model will contain local and national spatial data compliant with the INSPIRE rules. The INSPIRE generic conceptual model and its data specifications guidelines are based on ISO 19100 and OGC international standards. Therefore the implementation of this spatial data model will enable municipalities to improve data interoperability, harmonization and to publish spatial data sets and web services. The establishment of this spatial data model improves integration of data on local SDI to allow any query of citizens and technicians. The principal goal for the Spanish local Government is to have a GIS technology to manage the territory with the same data structure and network services as other municipalities in the EU.

Keywords: INSPIRE, SDI, GIS, ISO 19100, spatial data model, Local Government

1 Introduction

This paper presents a study of the spatial data of the Spanish Local Government and its application to the national and international normative on geographic information.

The Spanish government is formed by the following levels of territorial organization: state, 17 autonomous communities or regions (NUTS2 [1]), 50 provinces (NUTS3) and 8116 municipalities. The objective of the Spanish government is to promote the use of GIS (Geographical Information System) and Spatial Data Infrastructures (Rajabifard, A., Williamson, I.P, 2001; Nebert and Douglas 2004) for municipalities through projects like LocalGIS [2] or Spanish normative [3].

The INSPIRE (Infrastructure for Spatial Information in Europe) Directive 2007/2/EC [4] and following regulations define the structure of spatial data and services for a future European SDI. The INSPIRE policy of harmonization and interoperability of spatial data is consistent with international standards of the OGC (Open Geospatial Consortium) and the ISO/TC 211 [6].
The INSPIRE Commission has established the structure of spatial data (spatial data model) to define the data transfer and the way to provide data and web services (view, search and query). The European Union will store the data from all countries in a centralized geoportal (Bernard et al., 2004; Maguire and Longley, 2004) that will allow queries for any study: environmental, hydrological, demographic, etc.

However, the local spatial data can be numerous and very different for each department (planning, environmental, fiscal, economic, tourism, etc.) and multiscale. (Jiang et al. 2005). Furthermore, the data of municipalities has the larger scale (minimum 1:5000) and better precisions (at least 0.5 m) should be provided to INSPIRE.

Therefore the study focuses on local data structure to be harmonized and interoperable with other government with an important part as national and international normative of spatial data.

One of the most important goals for the results will be a spatial and relational data model to interact with different data models and different GIS applications (Desktop GIS, spatial database, SDI, management modules) allowing a better resource management in the local Government (Harvey and Tulloch, 2006).

2 ISO 19100 Standards and OGC

2.1 Introduction to international standards series ISO 19100

The international technical committee ISO/TC 211 began to work in 1995 with the aim of establishing a standard for digital geographic information. The most important job is to ensure the quality process and results through the standards.

ISO/TC 211 standards deal with the structuring of spatial data, methods and information processing tools and services to access or transfer information. Standards are developed by working groups of the ISO/TC 211 in collaboration with other institutions like OGC or GSDI (Global Spatial Data Infrastructure) [7] to minimize overlap.

The standards description begins with the general rules for ISO/TC 211 standards on ISO 19101-19109. These general rules explain the reference model, unified conceptual modeling (UML), encoding, management and profiles.

The most interesting of ISO 19100 family standards (Ariza Lopez and Rodriguez Pascual, 2008 ISO 19100) for our study are those related to spatial or temporal data models (ISO 19107-19110) and spatial referencing (ISO 19111-19112). There are other interesting rules for local government to assess the quality of spatial data (ISO 19113, 19114, 19138).

The Spatial data types are defined in ISO 19107 (primitives, aggregates or topological) with the class “GM_Object”, but the spatial object types are not complete because at this stage of the study coverages (ISO 19123) are not considered. The other standards for service implementation, data encoding and management are not considered at this first phase of our study.

3 The INSPIRE data model

3.1 INSPIRE Directive

The directive 2007/2/CE was adopted to establish an Infrastructure for Spatial Information in the European Community (INSPIRE). This directive establishes the basis of
harmonization and interoperability of spatial data on services for the founding of European SDI.

New regulations have been taken in addition to the directive:
- Regulation No 1205/2008 as regards metadata [13]
- Regulation No 976/2009 as regards Network Services [14]
- Regulation No 268/2010 and 1088/2011 as regards access to spatial data sets and services [15], [16]
- Regulation No 1089/2010 and No 102/2011 as regards interoperability of spatial data sets and services [17], [18]

These regulations establish common technical specifications for network services (view, sharing and search). They also provide the detailed definitions of the spatial data sets and metadata for European SDI (INSPIRE). Every spatial data set and service specification developed by INSPIRE rely on international standards of the family ISO 19100, OGC, CEN/TR 15449 and the GSDI cookbook.

3.2 Generic Conceptual Model

The INSPIRE Generic Conceptual Model focuses on the harmonization of specification level that includes semantic aspects and rules needed to support interoperability, aspects such as metadata or services are beyond the scope of these rules. The INSPIRE reference model is defined to provide a structure that will consistently describe components and their relationship to INSPIRE data specifications.

a) Application schema: it provides the structure of spatial data, this specifies the types of spatial objects and their properties (attributes, relations, operations and constraints). In INSPIRE it is meant to conform to the General Feature Model as specified in ISO 19109, expressed in a formal conceptual schema language UML 2.1 in English.

b) Feature catalogue: it is a different representation of the information that is written with text legible and translated to all official languages of the EU. The catalogue allows the access and queries to individual elements of the application schema. [17]

c) Dictionary: it is used to manage names, definitions and descriptions of all spatial object types that are used in INSPIRE application schemas and feature catalogues. The dictionary is one of the instruments for the cross-theme harmonization of concepts in INSPIRE. [19]

Currently INSPIRE has a specification of data with different application schemas for each spatial data theme of the annex I: Administrative Units, Cadastral Parcels, Geographical Names, Hydrography, Protected Sites, Transport Networks, Addresses, Coordinate Reference Systems, Geographical Grid Systems.

4 Spatial Data Model for the Spanish local government

The new spatial data model for the local government should be built in accordance with the standards ISO 19100 and INSPIRE. The most important task is to adapt the spatial data model to INSPIRE that already follows the ISO 19100 standards as they are the rules demanded by the EU to form local SDI.

There are much more Spanish geographic information than in the INSPIRE data model for the design of new spatial data model. The first phase of this research was dedicated to study the existing geographic information in Spain (Coll et al. 2005). It is interesting to analyze the amount of information available within each of the existing themes and compare the data with those required by INSPIRE.
The spatial data model designed for use or link with the new data model are:

a) BTA: This is the harmonized topographic base for the Spanish territory scales 1:5,000 – 1:10,000 maintained by the cartographic agency of each autonomous region and in the future will be the basic map of reference [24].

b) BTN25: This is the National Topographic Base, scale 1:25,000, on Spanish territory by the IGN (National Geographic Institute – Ministry of Public Works and Transport) and since for a long time it has been the basic map of reference. [25]

c) Cadastre: This data manages the ownership of property from urban and rural zones, scales 1:5,000 (rural) and 1:2,000 - 1:500 (urban). It is elaborated by the Spanish Directorate General for the Cadastre - Ministry of Finance. [26]

d) SIOSE: It is the land use database of the Autonomous Communities and national related with the CORINE Land Cover project. [29]

e) SIA: It contains all the spatial data of Spanish hydrology stored in the Water Information System (SIA) of the Ministry of Environment [31] and under the European policy of the Directive 2000/60/CE [32].

f) INE: It is the institution responsible for national statistics, population census, housing census, voter registration, addresses, etc. [27]

g) LocalGIS: It is a GIS software for processing, management and query of local government information through spatial data and SDI. [2]

All this Spanish geographic information must be analyzed (Müller and Hartmut, 2006) and if it is important for local government should be structured in new features related to the INSPIRE features. If the new features match INSPIRE features ("AdministrativeUnit, “CadastralParcel”) a different or new property data should be added to INSPIRE features.

The new data model shall be composed of elements grouped into common thematic and relationships between their features and relationships with other thematic elements. The themes and INSPIRE features will remain, so only new elements, new properties, or new relationships will be added.

The tools used for our work are free software databases such as PostgreSQL with PostGIS spatial extension (Martínez Llario and Coll,) or Jaspa [38]. In addition, we believe there are enough free applications to carry out such SDI projects. An example might be “qGIS” as Desktop GIS, “MOSKitt GEO” [39] as spatial database designer, “Mapserver” for web map server, “GeoNetwork” as metadata catalogue or “Deegree” for web services, etc.

The new spatial model will be compliant with the ISO to be fully compatible with INSPIRE, but having all the information necessary for local government in a format accessible to any application Desktop GIS and SDI through database. This undoubtedly enhances the competitiveness of the applications and its use in e-government (Goodchild, 2011, Enermark, 2009).

Finally, the relational data model should allow to manage the municipal information and likewise be structured like the rest of government (state, communities, Europe) to achieve the information flow between them and citizens with e-government.

5 Conclusion

The local SDI development in our country is growing with new technologies. However, the increase of applications does not guarantee the quality of municipal mapping products. Therefore, our proposal aims to make a common spatial data structure to all municipalities that try to ensure minimum standards of data quality, harmonization and
interoperability. This will help the competitiveness of enterprises and the introduction of new computer developments as free software.

The local SDI will be favored because they have a more powerful and coordinate-engine approach to their citizen-oriented applications. With the new data model will emerge the need for quality municipal geographic information for any technical project that is developed in their municipality. Furthermore, the data model will allow local government to integrate different spatial data bases and its coordination with other administrations as Cadastre or INE.

The Integration with the INSPIRE will help the National Geographic Institute (IGN) to structure the data in order to be integrated directly into its database and transferred to the European Union.

We hope when the new spatial data model is completed all the municipalities that use it will be able to use the applications and tools for SDI and management of e-government.
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Abstract

The widespread use of digital cartography inside the Information Society has created the need for a more precise quality control. This need involves the development of new methodologies in order to quantify positional control quality. Nowadays these methodologies tend to use linear elements. All the positional control quality methodologies must use more accurate sources than those features to control. Among all the surveying techniques, kinematic surveying using GPS code observable is the favourite one. However, we can achieve an increase of precision using the phase observable which allows us to control higher scales. This work presents the results of the comparison using different three-dimensional linear positional control methodologies of a kinematic survey (phase and code post-processed). In this way, we extend the use of cartographic quality control methodologies to GPS quality control. As a result, the precision and efficiency of each observable allows us to present a proposal of the most appropriate in order to achieve the quality control of maps according to their scale.

Keywords: Quality, GPS observable, positional control, linear elements.

1 Introduction

Positional control methodologies in cartography are generally based on the comparison between a sample set of points on the ground and the product. These methodologies have recently been extended with a new process which uses linear elements as the main source of control (Mozas and Ariza, 2010). These new techniques are based on the surveying of lines with high precision and their comparison with the features represented in cartography. These studies use a GPS mounted on a vehicle which runs along the motorways and processes the survey using differential-code (K-DGPS) from nearby reference stations to the surveyed zone.

This study uses positional control quality methodologies with linear elements (PCQM-LE) to analyze the differences between code and phase observables in GPS kinematic surveying. This analysis allows us to determine the efficiency of each observation and the possible increase in precision of phase observable (K-phase). All the observables and surveying kinematic methodologies using GPS are analyzed for determining which is the most appropriate based on its efficiency and the required positional precision (mainly due to the scale of the controlled map).
The height component (Z) is studied independently in this work, as it has traditional been analyzed, but using the same methodologies than those applied to planimetric components (X and Y). Longitudinal profiles of GPS surveys are generated in order to determine the quality of the height component.

This study allows us to: (i) determine the possibility to apply control cartographic quality at higher scales, (ii) determine the most suitable observable based on the efficiency and accuracy in order to propose the most appropriate based on map scale.

The objectives described in the previous paragraph are achieved using two GPS kinematics surveys of about 50 km along the N-323a motorway near the city of Jaén (Spain). These data are processed using code and phase observables independently in order to compare them using PCQM-LE. Both observations correspond to the same zone but were surveyed on different days at different times in the day, one was obtained at night (OBS1) and the other in the morning (OBS2). These different times are chosen in order to test the influence of the hour of observation because of possible changes in surveying precision or traffic density. The use of the same survey processed with both observables eliminates the systematic errors between code and phase, such as the station error, inclination of the surveying stick, etc.

![Figure 1. Control positional quality methods: a) HDM, b) EBM, c) SBM and d) DBM.](image)

The main methodologies used to control positional quality using linear elements are described by Giordano and Veregin (1994) and Mozas and Ariza, 2010. The methods used in this study can be briefly described as:

(i) HDM, Hausdorff Distance Method (Abbas et al., 1995): This method is based on determining the maximum distance between the lines X and Q (d1 and d2 in Figure 1a) and calculating the mean distance between the vertexes of one line to the other and vice versa. Using HDM we obtain the maximum and the average error between the vertexes of the lines.

(ii) EBM, Epsilon-Band Method (Skidmore and Turner, 1992): This method estimates the epsilon value by determining the total displacement area between two homologous lines (X and Q) (Figure 1b) and dividing this area by the total line length. EBM allows us to determine the average displacement originated by the enclosed area and the average number of crossings between lines.
(iii) SBM, Simple Buffer Method (Goodchild and Hunter, 1997): This method is based on buffering the most accurate line (Q in Figure 1.c), and then determining the percentage of the line to control (X), which is contained inside the buffer. A probability distribution of the quality of the X line is obtained by increasing the buffer distance of the Q line. SBM estimates the uncertainty originated by the inclusion of the controlled line into the control-line buffer.

(iv) DBM, Double Buffer Method (Buffer Overlay Statistics method by Tveite and Langaas, 1999): This method uses one buffer for each line (X and Q in Figure 1.d) and the analysis of the area covered by each possible buffer intersection. The buffer distance is increased in order to determine a probability distribution of the areas and a mean distance between buffers. Using DBM we obtain the average displacement of the buffers.

2 Methodology

The first step was surveying the different sections of a motorway using kinematic GPS observation with double-frequency mounted on a vehicle. The motorways were selected taking into account the proximity to the reference GPS station, road safety and the lack of obstacles which would interfere with the GPS signal or produce multipath effects (Ruiz et al., 2009). Once the surveying was finished, the simultaneous observations from the reference station were obtained for post-processing. In our case, we used the reference station at the University of Jaén (UJaen). This station assures a maximum baseline distance of about 15 km.

In order to process the observations we have used two methods, the first one is differential code processing and the second one corresponds to processing based on phase observable, which correspond to an objective of this study. Therefore, we have processed the observations with both methods independently, using the processing software provided with the equipment. The surveys produce a sequence of 3D points (x,y,z) which defines lines followed by the mobile GPS. The observation time for each point was added for maintaining the acquisition order.

After that, two sets of homogeneous lines were defined in order to apply PCQM-LE. One is formed by lines to control (X lines in Figure 1) and the other by control lines (Q lines in Figure 1).

Therefore, an edition of the processed lines is required. In this step, the lines of code and phase survey were compared and edited from a general point of view. We apply this edition to obtain homogeneous characteristics between each homologous line from the two sets, that is: lines starting and ending at similar points have a similar length, respect logical coherence, etc. In our study, we have the particularity of simultaneous observation of the two sets. In this way we can use the observation time of the processed points in order to obtain the homogeneous and correlated set of lines. Using these two sets of lines we determined the efficiency of each method, which is the first result of our study.

As a result, we obtain two databases. Both of them have two sets of homologous lines one for the OBS1 surveying and other for the OBS2 with planimetric coordinates of the edited lines. On the other hand, two lines databases are obtained from the height of OBS1 and OBS2. These lines are determined using longitudinal profiles defined by the cumulative distances for each surveyed point of the kinematic chain (X-axis) and the height component (Y-axis). The cumulative distance is considered as the independent variable and the height is the dependent one. Finally, we applied the PCQM-LE using the CPLin software (Mozas et al., 2007).
3 Results and discussion

The first result obtained from the methodology was the efficiency for each GPS observable, explained in the previous sections and applied to kinematic GPS surveys. Table 1 shows the results of efficiency in absolute and percentage.

Table 1. Post-processing Phase-Code statistics of OBS1 and OBS2.

<table>
<thead>
<tr>
<th>Survey</th>
<th>Surveyed motorway</th>
<th>K-DGPS</th>
<th>K-Phase</th>
<th>Edited phase</th>
<th>code vs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBS 1</td>
<td>Length</td>
<td>50 km</td>
<td>41,9 km</td>
<td>25,3 km</td>
<td>25,3 km</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>100%</td>
<td>83,8%</td>
<td>50,6%</td>
<td>50,6%</td>
</tr>
<tr>
<td>OBS 2</td>
<td>Length</td>
<td>50 km</td>
<td>40,5 km</td>
<td>23,7 km</td>
<td>23,7 km</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>100%</td>
<td>81%</td>
<td>47,4%</td>
<td>47,4%</td>
</tr>
</tbody>
</table>

As shown in Table 1, there was an important loss of information after the phase processing with respect to the code observable. This loss of information was derived both from signal problems and the time-gap needed to recover the surveying or zones where ambiguities cannot be solved using phase processing. Finally, the set of lines obtained after the edition and comparison step between code and phase has the shortest length of the total surveyed length of phase processing.

We have applied the PCQM-LE to these two sets obtaining the results shown in Table 2 and Figures 2 and 3. The PCQM-LE have been used taking into account that the phase lines act as control lines (Q), or the ones with best positional precision, and the code lines are considered as lines to control (X).

Table 2. Results of HDM and EBM method.

<table>
<thead>
<tr>
<th>Survey</th>
<th>HDM: Mean distances</th>
<th>HDM: Maximum distance</th>
<th>EBM: Average displacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBS1</td>
<td>XY 0.081m Z 0.184m</td>
<td>XY 0.828m Z 0.995m</td>
<td>XY 0.073m Z 0.157m</td>
</tr>
<tr>
<td>OBS2</td>
<td>XY 0.097m Z 0.224m</td>
<td>XY 0.936m Z 1.176m</td>
<td>XY 0.096m Z 0.209m</td>
</tr>
</tbody>
</table>

The HDM allows us to determine the mean distance between the lines and the maximum value. The results (Table 2) show that the mean distances are 0.081 m and 0.097 m for OBS1 and OBS2 respectively. Regarding Hausdorff distance the mean distance per length of the line shows 0.82 m and 0.93 m respectively.

On the other hand, the mean distance values are confirmed by the EBM, which shows a value of 0.073 m and 0.096 m for OBS1 and OBS2 respectively. These distances represent the mean value between the lines of code and phase processing.

With respect to the SBM, using a medium distance of 0.1 m to 1 m, we have obtained the probability function shown in Figure 2. This figure shows that the 95% of the line is inside the buffer if the buffer distance is about 0.3 m for both OBS1 and OBS2. The previous value is similar to the differences specified in the user’s manual between both observation methods of the equipment. Finally, the mean displacement measure determined using DBM presents curves which ascend up to 0.09 m approximately maintaining this value in the remaining buffer distances (Figure 3). This mean displacement is similar to the values of the HDM and EBM.

Evaluating all the results, we can assure that the difference between the lines processed with code and phase have a mean displacement ranging from 0.08 to 0.1 m, with a
maximum difference that goes from 0.82 to 0.93 m, and assuring a maximum difference of 0.3 m with a 95% probability.

With respect to the difference between the OBS1 and OBS2, we can see in Figures 2 and 3 that the first survey (night time) has always lower differences than the second survey in all the PCQM-LE. Anyway this difference is too low to be significant with the sample used.

Figure 2. Results of SBM for planimetry: X: buffer’s width; Y: % inclusion.

Figure 3. Results of DBM for planimetry: X: buffers’ width; Y: Mean displacement (m)

The analysis of the height component using longitudinal profiles is also presented in Table 2. HDM and EBM were the only quality positional control methodologies applied to the profiles, because SBM and DBM are based on buffers and these buffers must be obtained from the same kind of variable. The results of HDM show values close to 0.2 m for the average distance and near 1 m for maximum distances. Regarding mean displacement (EBM) the values are ranged from 0.15 m to 0.2 m, too. These values duplicate the average error obtained for the planimetric analysis. However, they coincide with the user’s manual specification of GPS.

The results of the analysis of OBS1 and OBS2 are following resumed: (i) Code observable is more efficient than phase observable; (ii) Phase observable is more precise than code with a mean displacement in planimetry of 0.1 m (0.3 m with a 95% of confidence); (iii) Displacements always have higher values in height (Z) than in planimetry (X,Y).

Table 3. GPS observable recommendation for positional control using lines.

<table>
<thead>
<tr>
<th>Map Scale</th>
<th>Coordinate accuracy (class 1 of ASPRS, 1990)</th>
<th>GPS Observable for post-processing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>XY (0.25mm x M)</td>
<td>No coordinate transformation</td>
</tr>
<tr>
<td></td>
<td>Z (1/3 contour interval)</td>
<td>XY</td>
</tr>
<tr>
<td>1:50,000</td>
<td>12.5m</td>
<td>Code</td>
</tr>
<tr>
<td>1:25,000</td>
<td>6.25m</td>
<td>Code</td>
</tr>
<tr>
<td>1:10,000</td>
<td>2.50m</td>
<td>Code</td>
</tr>
<tr>
<td>1:5,000</td>
<td>1.25m</td>
<td>Code</td>
</tr>
<tr>
<td>1:2,000</td>
<td>0.50m</td>
<td>Phase</td>
</tr>
</tbody>
</table>

With the previous ideas in mind, Table 3 presents an advice about the most adequate observable based on the scale of the controlled map. As it is possible that cartography is defined in a different coordinate system that the one uses by GPS, Table 3 presents the recommendation for an error free transformation and with a transformation having a precision better than 0.2 m.
4 Conclusions

This study presents a comparison between the different GPS observable and survey kinematic methodologies both planimetrically and in height. We also propose the most adequate methodology based on the scale of the controlled map using linear elements (PCQM-LE). This proposal is obtained from two examples of real survey of each observable of a section of a motorway of more than 50 km.

The results of the relative precision among the observables have been determined applying positional quality control methodologies using linear elements to GPS surveys. They show that the mean differences between code and phase post-processed are near 0.1 m in planimetric positional precision and 0.3 m with a confidence level of 95%. However, in height, those mean differences are near 0.2 m.

The analysis of the efficiency of the surveys shows that the code observable has a faster recovery of the signal after losses than the phase (even using OTF algorithms). This indicates that the differential code survey has more observed length of the motorway by a factor of 33% with respect to the phase.

Finally, this study confirms the viability of the use of the code and phase observables to survey linear elements for position control quality. The selection between code or phase post-processed is determined by the controlling map scale, which defines the positional precision of the survey.
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Abstract

Many real world systems and applications require a management tool that provides support for dealing with imperfect data. The aim of this paper is to handle the imperfection of spatiotemporal data from the conceptual modeling to the database conception. We propose to add new pictograms in PERCEPTORY in order to build imperfect spatiotemporal class diagrams such as those made using Fuzzy UML. Using those models, we organize the database as a three layer organization: data layer, metadata layer, multivalued layer. Those interlinked layers give a more accurate interaction.

Keywords: Conceptual model, imperfection, pictograms, database, multi-layer, multivalued set.

1 Introduction

As said in (Goodchild, 2006), “the quality of spatial data, as indeed of any data, is crucial to its effective use”. As data imperfection is a part of (spatial) data quality, Geographic Information Systems (GIS) has to deal with, for instance, uncertain, imprecise and/or incomplete knowledge.

This paper considers imperfect information modeling in GIS, either on its descriptive, temporal or spatial levels. Imperfect information that characterizes the knowledge is most often manifested by the vagueness but also sometimes by uncertainty or lack of data. Much work about handling imprecise information in Information Systems and in spatial field has been done (Devillers and Jeansoulin, 2006; Jeansoulin et al., 2010). Therefore, a lot of conceptual data models have been extended to model fuzzy data (Ma et al., 2010); fuzzy set theory is the best possible tool that represents data imprecision.

The starting point of our conceptual data modeling is an UML type model which is the class diagram. It is just through this model that different levels of fuzziness were introduced into the concept of class, object and relations between classes. Thus, the concepts of fuzzy class, fuzzy association, fuzzy aggregation and fuzzy generalization were set in the work of (Ma, 2008).
PERCEPTORY, presented in (Bédard et al., 2004), is a modeling tool that is mainly based on UML and extended with spatial and spatiotemporal stereotypes. These stereotypes have been developed through two distinct PVL (plug-in for visual language): the spatial PVL, for the representation of spatial data and the spatiotemporal PVL that is used to model spatial data and/or temporal data (Brodeur et al., 2000). However, it does not provide a sufficiently explicit way to cope with information imperfection, such as uncertainty and imprecision.

Even though one considers that we can represent imperfect data using the dictionary associated to the model, the automation of the translation into GIS is not easy. This may be possible using an approach that splits data, imperfection and meta-data storage.

This paper aims to highlight the imperfect information in the PERCEPTORY model through the introduction of new visual symbols to manage imperfect spatial, temporal and descriptive data.

Then, we manage these imperfections from the conceptual data model to the database through a multi-layer approach. In this approach, a multi-valued layer is added to the more classical, data layer and meta layer.

This work is organized as follows. Section 2 is devoted to the insertion of visual variables in PERCEPTORY for the management of data and knowledge imperfection. Then, the structure of the built system is exposed (section 3) with a focus on the explanation of the imperfect management layer so called multivalued layer. The last section (section 5) presents the conclusion.

2 Highlighting imperfect knowledge in PERCEPTORY: new visual variables

There are a lot of ways to highlight the imperfection of knowledge in conceptual models. This section introduces the ones we have to deal in the objective of building an agronomical observatory, called Observox, in the Vesle Basin (the project challenges are described in (De Runz and Desjardin, 2009)).

2.1 Imperfect spatial symbol

Spatial pictograms in PERCEPTORY allow us to define the geometry chosen for spatial elements of a class model. The main geometries are: point, line and polygon. If one can’t define with precision the boundaries of a spatial object, there is some imprecision on the geometric shape of this object at the class level. Thus in the PERCEPTORY model, we propose to use the three following basic geometries with dashed outline as shown below in figure 1.

![Spatial Imprecision](image)

**Figure 1.** Spatial vagueness on the form of spatial objects
2.2 Imperfect temporal symbol

The temporal modeling in PERCEPTORY is based on the concepts of existence and evolution. The existence of an object corresponds to its period of life. Objects, having an instant existence, are represented by a pictogram indicating a date while objects that have a sustainable existence are represented by a pictogram indicating a time interval. At this level, there may be some imprecision in the definition of a date or of a time interval. The question is: when was an object present and when did it disappear? The two temporal pictograms are used with dashed outline to express this imprecision.

![Temporal imprecision](image1)

**Figure 2.** Temporal imprecision

2.3 Imperfect object attribute symbol

Some attributes in the class model may be defined by fuzzy sets or belief masses. To model this level of imprecision, the keyword IMP is introduced and placed in front of the attribute name.

![Class name](image2)

**Figure 3.** Modeling of imperfect attribute

2.4 On modeling of class relationship imperfection

The modeling of relationships between classes with their imperfection, we use the UML object diagram in which we associate to the link between the two classes a membership degree.

The relation between two classes (A and B) may also have different value depending of the class instances. In order to model that, we link each instance of A to each instance of B with a membership degree. The figure 4 shows an example of modeling an uncertain relationship between two classes A and B according to class instances.

![Instance 1: Class A](image3)  
**With x degree**  
![Instance 2: Class B](image4)

**Figure 4.** Modeling uncertain relationships between two classes through class instances
2.5 Membership degree of an object to a class

An object can belong to a class with a membership degree. This is shown in the object diagram through the introduction of the word “with a membership degree” after the instance name.

Figure 5. An object belonging to a class with a membership degree

3 Structuring the database: a multilayer approach

3.1 A multilayer approach

At the implementation level, a first classical layer is implemented. This layer, called data layer, contains data in a crisp modeling: the geometric data with the shape and the location of an object, the descriptive data referring to all the descriptive attributes of an object, the temporal data... In our database, the spatial data are represented according to the vector mode in which the objects are represented by points, lines and polygons instead of the raster mode because the vector approach has a lower storage cost.

The data layer is followed by a meta layer that represents the metadata. Metadata usually concerns the content, data sources, data identification, data quality, spatial representation, spatial reference and any other useful characteristic that may qualify the data. It can also store specific ontology, database schema, etc.

A third layer will allow us to link the data layer and the meta layer to a modeling tool that takes into consideration their imperfection. This layer allow to represent the imprecision and uncertainty through a multivalent approach (De Runz et al., 2010).

The principle of the multivalent approach lies in the introduction of several truth values that modulate the information in order to focus on the natural language imperfection. Thus, linguistic expressions such as “very little”, “a lot”, etc can be used (Akdag et al., 2008). By building a link between data, metadata and imperfection modeling, we try to provide a more accurate view of the processed information by linking together these three layers through putting a link interface between them (figure 6).

Figure 6. Relations between layers

3.2 Multivalued layer

The multi valued layer deals with all the spatial, temporal and descriptive imperfections that may be present on the two more classic layers (cf. figure 7).
Figure 7. Managing imperfection in the multi valued layer

According to (Fisher, 1999; Dubois and Prade, 2009), the modeling of imperfect (spatial) data may be done using a lot of theories (probabilities, possibilities, fuzzy sets, belief functions, etc.). All of those theories use a paradigm of the attribution of weights (between [0;1]) to each element of the studied domain ($\mathbb{R}^2$ or $\mathbb{R}^3$ for space, $\mathbb{R}$ for time, $\mathbb{R}^+$ for quantitative information, etc.).

In order to reduce the cost and the complexity of storage and also in order to maintain the possibilities of exploitation, an approach based on the $\alpha$-coupe principle – the domain of values for which the weight is higher or equal to $\alpha$ – is developed. Then, the modeling data have been putting into a multivalued form. This view is then adaptable to the more frequent uncertain representation. It allows users to choose the mode of uncertainty representation for every data. The interoperability between theories should after be done by the systems (it is one of our future goals).

The imperfection layer has an impact on the data layer through dealing with the imperfect relations between objects, imperfect object class relations, imperfect attributes, etc. To deal with possible uncertain relations between objects belonging to different database classes, one must associate a membership degree to the object identifiers in a new database table that indicates at what degree they may have a relation between them.

3.3 Links between layers (example)

A geographical entity (De Runz et al., 2010) is composed by a fuzzy spatial area and a set of fuzzy quantities. To handle the vagueness at the database level, the imprecise information is stored in a specific table connected to the geographical entity table through an intermediate table which references the fuzzy quantity values stored in the fuzzy quantity table (see figure 8).

Figure 8. Illustration of the storage of fuzzy quantities as multivalent set of values.

4 Conclusion

In this paper, we started from the PERCEPTORY conceptual data model to handle spatial, temporal and descriptive data imperfections through the introduction of new
visual symbols. At the database level, a multilayer structure is implemented. Thus, a communication between a multi valued layer, a data layer and a meta layer is established.

In perspective, an application of our approach will be done in the building of an agro-nomical practice observatory in France. An application in archaeology is also planned.
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Abstract

The quality of topographical datasets, as a reference framework for other spatial datasets, is very important. To improve data quality and better inform the users, outcomes of quality control are analysed. In this paper we deal with the results of empirical quality control of fieldworkers. It appears that the structure of errors in the general nonconformity database and the split of errors between fieldworkers differ in geometry and types of quality elements but are quite similar in most critical feature classes and misclassifications. The reasons for this difference need further investigation, solving the problems related to feature classes assumes revision of definitions. Also, expedience of mapping certain features needs revision.

Keywords: thematic accuracy, completeness, topographic mapping, field verification.

1 Introduction

Topographical datasets, collected by the National Mapping Agencies, provide a reference framework for other spatial datasets and for many spatial data services (Jakobsson, Giversen, 2007). The quality of these data sets is very important.

In the field of geomatics two groups of definitions of quality are used: internal quality (products that are exempt from error) and external quality (products that meet user needs) (Devillers, Jeansoulin, 2006). Antti Jakobsson (2006) discusses, how Lillrank's approach of geographic information quality can be categorized using the quality management viewpoints. Hence a production-centred approach is using quality control as a tool, based on ISO 19113 and ISO 19114, while a customer centred approach concentrates on uncertainty analysis, quality visualisation, user requirements and customer satisfaction.

Data quality is a concept related to uncertainty (Fisher et al, 2006), the nature of uncertainty is depending whether the feature class to be described is well or poorly defined and is caused by errors, vagueness and ambiguity.

Jakobsson and Marttinen (2003) introduce a model for data quality management including a quality inspection by the producer or the user. Data quality evaluation results are usually recorded and used for analysis for the continuous improvement of the Quality Management System (ISO 9001:2001) or for metadata.

This paper is the first stage in a wider research to find out the relationships between map quality, landscape diversity and fieldworker, which would allow to evaluate quality of map sheets also without direct field inspection of each sheet. The paper concerns the thematic accuracy and completeness of Estonian Basic Map. For the quality control field
inspection of selected sheets was provided. The results of quality check are analysed. Regularities in nonconformities are searched and based on them the reasons producing errors are analysed. To understand the reasons, the spread of nonconformities between geometry and quality elements is provided, most erroneous features and most typical misclassifications are determined.

2 Data and methods

The Estonian Basic Map is a national topographic database, the aim of which is to serve as basis for national thematic maps and registers containing spatial information (Mõisja, 2003). Since 1999 the producers of Basic Map have been chosen through public procurement procedures. For that purpose, the Guidelines for production of Basic Map were established together with quality requirements. The production scheme of the Estonian Basic Map consists of several stages, including stereoplotting and 100% of field verification. That large volume of fieldwork is needed due to the poor quality of aerial imagery and lack of earlier trustworthy mappings and state registers. Also, topographic maps from the Soviet period could not be trusted because of their age or large distortions (Mardiste, 2009).

The only option to determine the quality of thematic accuracy and completeness of fieldwork was field inspection. Starting from 2003, this was done using common methods and homogenous team of six employees of Estonian Land Board (Mõisja, 2003). The time-difference between the fieldwork and the quality control was usually two months. The areas for field inspection were selected trying to control as many fieldworkers as possible. The inspector pervaded and mapped a route in the region inspected. The inspected area (sample) was considered a buffer of 50 m (forests, bushes, and yards) or 100 m (all the rest) to both sides of the route. Altogether while inspection 1140 km was pervaded and the inspected area totaled in 126 km². The thematic accuracy subelement classification correctness, omission and commission defined in ISO19113 were inspected, and also, objects displaced or having wrong size (happened with buildings and small line objects) were marked as nonconformities. All nonconformities found were mapped and reported. For this study a geodatabase of nonconformities was created from the reports accepted by fieldworkers. This was the first time such inspection was carried out related to the Estonian Basic Map.

The database includes 4342 errors found in 42 inspected map sheets from 2003 – 2006 (15% of all sheets mapped during this period). The fieldwork on these sheets was provided by 19 fieldworkers, 10 of whom had carried out 67% of all fieldwork. Database analyzed includes all inspected fieldworkers and all errors found.

The following quality measures: error count (number of incorrect items), error sum (total length of incorrect line items, total area of incorrect area items, total number of incorrect point items), error rate (% of erroneous items with respect to the total number of items that should have been present) were used in analysis. The structure of errors in the frames of the total database of errors was analysed and also, the same by fieldworkers was made.
3 Error structure

3.1 Geometry

The errors were analyzed by geometry types as different measurement units are used for different geometry. Table 1 presents spread of errors by geometry types and by fieldworkers. The share of objects in the sample area is somewhat more uniform – 47% of lines, 30% of points and 23% of polygons.

The fieldworkers are split into three groups – those who make mistakes in line objects, those erroneous in points and those erroneous in both. The geometry of the errors of a particular fieldworker does not depend on the dominating geometry of the objects in the personal sample area (correlation $r = 0.2$-$0.4$)

Table 1. The structure of errors in the database and between fieldworkers.

<table>
<thead>
<tr>
<th>Error structure</th>
<th>Database</th>
<th>Fieldworker</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry</td>
<td>45% lines, 41% points, 14% areas</td>
<td>42% of fieldworkers have more lines, 21% have more point objects, 37% have point and line errors equally</td>
</tr>
<tr>
<td>Quality element</td>
<td>49% omission, 32% misclassification, 12% commission</td>
<td>53% of fieldworkers have mostly objects missing, 21% have dominating misclassification, 26% have almost equally objects missing and misclassified</td>
</tr>
<tr>
<td>Most critical feature class (ranked)</td>
<td>Lines: 1. path, 2. ride, 3. ditch (&lt;2m), 4. hedge</td>
<td>Lines: 1. path, 2. ride, 3. hedge, 4. ditch (&lt;2, 2-4m)</td>
</tr>
<tr>
<td></td>
<td>Areas: 1. grassland, 2. open land, 3. young stand, 4. field, 5. forest</td>
<td>Areas: 1. forest, 2. grassland, 3. young stand, 4. field, 5. open land</td>
</tr>
<tr>
<td></td>
<td>Points: 1. heap of stones, 2. subsidiary building or production facility, 3. deciduous grove, 4. foundation</td>
<td>Points: 1. heap of stones, 2. subsidiary building or production facility, 3. foundation, 4. deciduous grove</td>
</tr>
<tr>
<td>Classification</td>
<td>Lines: 1. ditch 2-4m/ditch 4-6m, 2. track/path, 3. track/ride</td>
<td>Lines: 1. track/path, 2. ditch &gt;2m/ditch 2-4m, 3. track/ride</td>
</tr>
<tr>
<td></td>
<td>Areas: 1. open land/grassland, 2. grassland/field, 3. forest/young stand</td>
<td>Areas: 1. open land/forest, 2. open land/yard, 3. forest/young stand</td>
</tr>
<tr>
<td></td>
<td>Points: 1. deciduous tree/grove, 2. dwelling house/subsidiary building, 3. ruins/subsidiary building</td>
<td>Points: 1. dwelling house/subsidiary building, 2. deciduous tree/grove, 3. ruins/subsidiary building</td>
</tr>
</tbody>
</table>

3.2 Type of quality element

The biggest share of all errors comes from omission and misclassification (Figure 1, column Database; Table 1).

The share of quality elements for each fieldworker was determined from the total of his/her errors. Also here, the fieldworkers are split into three groups, the largest one is formed by those with omission dominating. Figure 1 ranks the fieldworkers according to difference in the share of omission and misclassification.

Due to the data model of the Basic Map the polygons may have only misclassification errors (polygons total in 100% coverage). Still, the domination of misclassification errors of fieldworkers No 1, 3, 5 and 7 is not due to numerous areal misclassifications.
3.3 Feature class

Out of 104 feature classes that appeared in the sample, 20 were absolutely correct (19%). These are features mostly very clearly recognized in stereo (lake, railway, radio-tower, high voltage power-line), there are reliable data available from other databases (1. and 2. class highway) or, these feature classes appear in nature rarely (impenetrable marsh, ruins of windmill, light tower) and the fieldworker cannot be mistaken.

It is much harder to find out in which classes more errors appear as different quality parameters provide us different rankings. Like error count puts forests in the first place among areal objects whereas according to error rate they are only 13-th.

The most critical feature classes were determined using scatter plots. Features placed clearly above the imaginable diagonal line are more problematic and need thorough analysis (upper left quarter). Also, critical should be considered features close to the diagonal line in the right-hand quarters. The scatter plots were drawn separately for each geometry type (for example, Figure 2), most critical feature classes are listed in Table 1.

Figure 3 presents the share of the most erroneous areal features (% of total area of the same feature class) by fieldworkers. As seen in the figure, the variability is very high. Fieldworkers, not able to determine buildings (No 19) or marshes (No 1) are met.
To determine the most critical feature classes among the fieldworkers, the features were ranked according to number of errors made by each fieldworker. The feature classes with no errors were given ranking number 20. Further, the ranking numbers were summarized over all 19 fieldworkers by feature classes that provides us a value which is the smaller the more often that particular feature class has been mapped with error. The results (column Fieldworker, Table 1) show that the same feature classes were most critical that were problematic within the whole database. There are minor differences in ranking order.

More than half of the errors in feature classes mentioned above are omissions. An exclusion appears for area features where due to the data model only misclassification is possible and track, subsidiary building and deciduous grove with also misclassification dominating.

### 3.4 Classification

Analyzing the misclassifications it appears that alike to habitat mapping (Cherrill, McClean, 1999; Stevens et al., 2004) features often confused were “neighboring” each other (like grassland-field-open land, types of buildings and trees, types of small roads - ride-path-track, width class of ditch, ruins-foundation) or rapidly changing in time (forest-clear-cut, buildings under construction). The classes are distinguished more clearly while topographic mapping compared to habitat mapping.

By fieldworkers mostly the same classes appear while using ranking. Differences appear in areal features (Table 1).

### 4 Conclusion

General analysis of nonconformities and analysis by fieldworkers provide sometimes similar, sometimes different results. Notable is the difference in geometry structure – only 26% fieldworkers’ errors match the same error pattern met in the general database. To explain the differences further analysis is needed to study the relations between the errors made by fieldworkers and the landscape.

The confusions with field-grassland-other open area are partly due to many fields being abandoned. The problem with the forests and clear-cut areas will probably remain but
decreases if the time-lag between taking aerial imagery and mapping is shortened. The sensibility of mapping some feature classes (heap of stones, foundation, and hedge) needs to be revised. Definitions should be revisited for all feature classes with more nonconformities, in particular misclassifications.
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Abstract

This paper proposes a solution for the problem of automated verification of road network database in digital aerial images. The proposed method is based on two basic steps. In the first step, a road extraction method based on the dynamic programming algorithm is used to automatically extract roads from a digital aerial image. The road extraction method is initialized by using polylines obtained by projecting roads in database onto the image space. Projection errors along each projected road are estimated to establish the search space of the dynamic programming optimization algorithm. In the second step, a consistency analysis aims at checking the compatibility between the extracted roads and the corresponding projected roads is carried out. The checking criterion is based on an error model that basically embodies the uncertainties of the projected roads. The obtained results have shown that the proposed method is promising, as it can automatize the most part of arduous and time-consuming road network verification task. It was also shown that the method has the potential to be used in applications like the systematic error correction and geometric refinement of road database.

Keywords: Dynamic Programming, Road Extraction, Road Database, Consistence Analysis.

1 Introduction

The update of spatial information data is an important task for ensuring high data quality in Geographic Information Systems (GIS). Road database update using images consists of two subtasks: verification and change detection of road data. The main goal of the verification process is to identify in the image where parts of the road network do not exist anymore. The aim of the change detection consists in detecting and delineating new roads to be added to the database. This paper addresses the subtask of road verification.

Existing road database verification methods can be categorized into two classes. One class includes methods that analyze regions along roads projected onto the image space. In order to verifying roads in the image, some parameters are necessary, as e.g. contrast, collinearity, parallelism, and proximity. An example of method based on this principle is found in Baumgartner et al. (1996).

In the other class, a road extraction method extracts roads along road regions predicted in the image. This prediction uses polylines obtained by projecting the corresponding
roads in database onto the image space. The advantage of this verification principle is that it allows the refinement of the original road database, as the retraced roads in the image space can be transformed into the object space and integrated into the road database. Several verification approaches have been proposed, but in essence they compare roads extracted in the image with corresponding projected roads. This comparison is usually based on the displacement between extracted and projected roads. Roads or parts of roads in a database are considered verified if the displacement between corresponding projected and extracted roads is below a threshold. Basically, existing methods differentiate to one another in accordance to the employed road extraction method. For example, snakes are used in approaches proposed in Klang (1998), Fortier et al. (2001), and Agouris et al. (2000). In Dal Poz and Agouris (2000) a dynamic programming algorithm is used in the verification process. In Baltzavias (2004) and Zhang and Baltzavias (2002) the topographic database VEC25, consisting of road objects digitized from maps 1:250,000, is geometrically refined by extracting roads automatically from aerial imagery. Gerke et al. (2004) presented a graph-based method for verifying the road database.

This paper presents a method for verifying road database in aerial digital images. The extraction method is based on a road model that embodies geometric and radiometric road properties, which is optimized by the dynamic programming algorithm. The paper is organized as follow: Section 2 presents our method; Section 3 presents the experimental results; and Section 3 finalized the paper with main conclusions.

2 Method

Our road verification method is based on two basic steps: 1) Automated extraction of projected road by optimizing a road model with the dynamic programming algorithm; 2) Verification of road database by statically comparing corresponding extracted and projected roads.

2.1 Road extraction method

Photometric and geometric road properties are used to formulate a generic road model by considering that the road can be represented by an image-space polyline \( P = \{ p_1, ..., p_n \} \), where \( p_i \) is its \( i \)th vertex. The generic road model can be formulated by the merit function (Equation 1) and an inequality constraint (Equation 2), as follows (Gruen and Li, 1997),

\[
E = \sum_{i=1}^{n-1} (\tau E_{p_1}(p_i) - \beta E_{p_2}(p_i, p_{i+1}) + \gamma E_{p_3}(p_i)) [1 + \cos(\alpha_i - \alpha_{i+1})]/|\Delta S_i| \quad (1)
\]

\[
C_i = |\alpha_i - \alpha_{i+1}| < T \quad (2)
\]

where \( E_{p_1}(p_i) \) is a function depending on the polyline point \( p_i \) and expresses the fact that road pixels are lighter than their neighbors on both road sides; \( E_{p_2}(p_i, p_{i+1}) \) is a function depending on two consecutive polyline points \( (p_{i+1} \text{ and } p_i) \) and expresses the fact that road gray values along a road usually do not change very much within a short distance; \( E_{p_3}(p_i) \) is a function depending on a polyline point \( p_i \) and expresses the fact that
a road is a lighter linear feature; $\alpha_i$ is the direction of the vector defined by points $p_{i-1}$ and $p_i$; $\beta$ and $\gamma$ are positive constants; $|\Delta S_i|$ is the distance between points $p_{i-1}$ and $p_i$; and $T$ is a user-defined threshold for direction change between two adjacent vectors.

Equation 1 shows that only three consecutive points ($p_{i-1}, p_i, p_{i+1}$) of the polyline $P^i$ are interrelated simultaneously, and that it can be decomposed into a sum of $n-1$ sub-functions $E_i(p_{i-1}, p_i, p_{i+1})$, i.e.:

$$E = \sum_{i=1}^{n-1} E_i(p_{i-1}, p_i, p_{i+1})$$

Equation 3 shows that only three consecutive vertices of the road polyline are interrelated simultaneously. In this case, the dynamic programming algorithm is an efficient algorithm for optimizing the merit function given by Equation 1 (or 3) (Ballard and Brown, 1982). As the method requires an initial solution, an operator needs to supply a few seed points along the road. Optimization details of the road merit function can be found in Dal Poz and Agouris (2000).

In the context of road verification, the optimization process is automatically initialized as roads in database can be projected onto the image space. Projected roads substitute the user-supplied seed points, which are required whenever no initial predictions of roads are known, as e.g. in Gruen and Li (1997) and Dal Poz and Agouris (2000). As roads are extracted in the digital reference coordinate system, some steps are necessary to transform a road from the map projection coordinate system to the line (L) and Column (C) image coordinate system. Basic principles are given in the following. Detailed discussion on related geometric transformations can be found in e.g. Wolf and Dewitt (2000). Let $P(E_i, N_i, h_i)$ be a vertex of a road polyline in the database, where $(E_i, N_i)$ are map projection coordinates and $h_i$ is the ellipsoidal height. In order to transform the road vertex point $P(E_i, N_i, h_i)$ into the corresponding one $(L_i, C_i)$ in the image space, many parameters, such as the interior and exterior orientation parameters of the sensor, the ellipsoidal and map projection parameters, need to be known. Assuming that the mathematical transformation from object to image space can be represented by two equations, $f_1$ and $f_2$, the image coordinates $L_i$ and $C_i$ of a point can be expressed as a function of an object-space point $V_i=(E_i, N_i, h_i)$ and a vector $(P_{ar})$ of known parameters, as follows,

$$L_i = f_1(P_{ar}, V_i)$$
$$C_i = f_2(P_{ar}, V_i)$$

2.1 Verification method

Our verification principle is based on a tolerance region constructed along both sides of the projected road (Figure 1).
Figure 1. Verification principle.

Figure 1 shows that the tolerance region is established symmetrically around the projected road. The distance of any vertex of the projected road to the border point of the tolerance region is fixed as $3 \sigma_i$, where $\sigma_i = \sqrt{(\sigma_{iL})^2 + (\sigma_{iC})^2}$. $\sigma_{iL}$ and $\sigma_{iC}$ are respectively the standard deviations of $L_i$ and $C_i$ image coordinates at the vertex point $p_i$, which are estimated by applying the error propagation principle (Wolf and Guilani, 1997) to the projection equation (Equation 4). The bounding value of $3 \sigma_i$ takes into consideration the fact that the distance between corresponding points in the projected and extracted roads are 99.7% of times below $3 \sigma_i$. A road or a segment of road in database is considered as verified if its tolerance region in the image contains the corresponding extracted road.

3 Experimental results

The proposed method was implemented using Borland C++ Builder 5 compiler for Windows XP. One aerial image at an approximate scale of 1:9,200 is used in the experiment. This image shows a region of Switzerland and is available in the LPS (Leica Photogrammetry Suite®) system, along with interior and exterior orientation parameters. A road map in UTM (Universe Transverse Mercator) was used in the experiment, having planimetric accuracy of 0.6 m and altimetric accuracy of 0.8 m. In order to enforce a low rate of road verification, we introduced 3.5 cm and -3.5 cm systematic errors in E and N map projection coordinates, respectively. The road model parameters $\alpha$ and $\beta$ are empirically assigned to be 0.60 and 0.70, respectively.

Figure 2 presents the extraction results for 10 roads. The initial approximation for each road was obtained as described in Subsection 2.1. Table 1 shows the verification rate (VR) for each road.

<table>
<thead>
<tr>
<th>Road</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR (%)</td>
<td>0</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>78</td>
<td>100</td>
<td>47</td>
<td>100</td>
<td>70</td>
</tr>
</tbody>
</table>

As shown in Table 1, the VR indexes vary over [0%; 8%] for 50% of roads. Two short roads (20%) present verification of 100%. Remaining roads (30%) present verification varying over [47%; 78%]. The average VR is 37%. This low VR was expected, as the road map was contaminated with systematic errors.
4 Conclusion

This paper presented a method for automatic road database verification in digital images. In general, the low verification rate in the presented experiment proved that the proposed method can be used to check geometric changes in the existing roads in a database or even to detect and eliminate systematic errors in the road database. In practical application in the context of large road database updating, the method can be potentially applied in the identification of road regions that require the inspection of a human operator, avoiding the tedious task of checking visually all over the database.
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Abstract

Floods in urban areas are natural phenomena with severe impact on property and population. The probability of occurrence and the impacts may be reduced if preventive action is taken. The EU directive 2007/60/CE, concerning the evaluation and management of flood risks, stipulates that member states should evaluate the flooding threat, create extension maps and take adequate action to mitigate the risk. The use of hydrodynamic models in event simulation requires the previous construction of an elevation model that reflects geomorphological characteristics of the entire studied domain. It is then necessary to combine bathymetric data, relative to a hydrographic reference, with height data, relative to the mean sea level. The studied zone corresponds to a part of the Lima River estuary, for which datasets from topographic maps and bathymetric data were used. The main limitation to the construction of a single model was the inexistence of data in some parts of the range between the low and high tides. As such, it was necessary to acquire it with GNSS equipment and perform a transformation of ellipsoidal into orthometric heights through a local geoid undulation model. After the information adjustment, all data were transformed into the same height reference. The final elevation model was obtained by spatial prediction techniques and resampled in a regular 5-m resolution grid.

Keywords: Local geoid undulation model, estuarine flooding, combined elevation model, Lima River.

1 Introduction

Floods in estuarine zones are natural phenomena which occur mainly due to sea level uprising caused by meteorological factors (Araújo et al., 2010; Weaver and Slinn, 2010). The production of flood vulnerability maps corresponds to the application of a European directive 2007/60/CE, and constitutes an essential tool to decision support in soil use
politics. The hydrodynamic modelling of extreme weather events needs a digital elevation model (DEM) valid for all the studied area, and modelling results are influenced by DEM characteristics (Ali et al., 2009; Picado et al., 2010). Within the study framework, when setting up such a model a combination of height and bathymetric data should be considered, and distinct reference systems must be taken into account (Casaca et al., 2008). Data obsolescence, the existence of gaps and the diversity of sources, different acquisition dates and techniques frequently turn the direct application of hydrodynamic models impossible in the coastal engineering context. It is then necessary to combine all the available data into a single model.

2 Description of the studied area and data

The Lima River estuary was chosen and the analysed area was its final section (10 km). The river mouth is in Viana do Castelo, north Portugal, where a harbour and two bridges exist.

The following datasets were used in the study: a contour/spot height dataset acquired from 1:25 000 and 1:10 000 topographic maps (contour intervals of 10 m and 5 m, respectively) produced by the Portuguese Army Geographical Institute (IGeoE) and the Portuguese Geographical Institute (IGP) in 1997 and 1996; and a bathymetry dataset, surveyed by Hidrodata enterprise and divided into:

- A bathymetry dataset acquired in 2006 with multibeam sonar. This dataset is composed by 99 399 points, presented in regular grid format with 5 m spacing. This dataset was named “Estuary” in this paper;
- A 5120 point set, surveyed in 2006 near and around the Eiffel bridge, in regular grid format with 4 m spacing (here named “Eiffel”);
- A 65 535 point set, surveyed in 2004 upstream the Eiffel bridge, with 25 m per 10 m spacing, called “Lima”.

The vertical reference for height datasets in Portugal is the tide gauge mean sea level at Cascais, a reference value defined by an average of the local tide gauge records from 1882 until 1938. Bathymetric data are relative to the hidrographic zero, defined 2.0 m below the vertical datum for the Viana do Castelo harbour, as referred in the Portuguese Hydrographic Institute tide tables (IH, n/d).

In planimetry the coordinate system for all datasets is Hayford-Gauss Datum Lisboa (SHGDtLx). Spatial data acquired with Global Navigation Satellite System (GNSS) was matched through Bursa-Wolfé transformations, following the official parameters (IGP, n/d). The hidrographic zero was chosen as the reference level.

Figure 1 displays the height and bathymetric datasets described above.
Figure 1. Height datasets (contours and height spots) and bathymetric datasets (Estuary, Eiffel and Lima).

3 Production of the model

3.1 Data collection

Data for the intertidal zone of the Lima River included several areas where height information was not available (Figure 2). A selection of these areas was surveyed with GNSS equipment: a total of 182 points was collected in Sept. 8-10, 2010. Dates were chosen to match the equinox high water with the spring tide. A Leica GS20 GPS and a AT501 monofrequency antenna were used to record 360 positions per point (5 s interval). Considering the objectives of the work and the unavailability of real-time positioning equipment, data was post-processed using Leica Geo Office software. The permanent station of Paredes de Coura (30 km base) enabled the fixed point for the post-processing correction.

Figure 2. Areas in the Lima River estuary lacking height information (white polygons) over Google Maps imagery.
Figure 3. Acquisition of altimetry in the intertidal zone by GNSS acquisition.

Figure 3 shows the data acquisition operations in the intertidal zone. Table 1 lists the positional quality values obtained after post-processing for a sub-sample composed by geodetic points and benchmarks.

Table 1. Statistics for positional uncertainty of GNSS surveyed points.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Planimetry (cm)</th>
<th>Altimetry (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>14.5</td>
<td>20.5</td>
</tr>
<tr>
<td>Average</td>
<td>2.5</td>
<td>3.3</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.9</td>
<td>2.8</td>
</tr>
</tbody>
</table>

As the collected heights are ellipsoidal and WGS84-based, it was necessary to transform it into orthometric heights using a local model of geoid undulation, according to (1):

\[ h(P) = H(P) + N(P) \] (1)

where \( H(P) \) denotes the orthometric height, \( h(P) \) the ellipsoidal heights and \( N(P) \) the geoid undulation relative to a generic point \( P \).

3.2 Geoid undulation local model

To support the geoid undulation local model construction three geodetic marks and seven level benchmarks were identified. The orthometric heights of this set were given by IGP, and the ellipsoidal heights collected with GNSS field work. Records were registered with a Topcon GB-1000 receiver (5 s interval, 720 positions per point) and a Topcon choke ring CR3 antenna, and the used software was Topcon’s Pinnacle. The geoid undulation local model was obtained by spatial prediction using the kriging technique according to Falcão Flôr (2010). The exponential model was chose to express the spatial autocovariance, according with:

\[ C(\rho) = \sigma^2 \exp\left(-\frac{3\rho}{a}\right) \] (2)

where \( \rho \) denotes the distance between pairs of points in the sample, \( a \) the effective range, and \( \sigma^2 \) the variance at the origin. Parameters \( a \) and \( \sigma^2 \) were extracted based on the analysis of the experimental variogram presented in Figure 4.

Figure 5 (l) shows the predicted geoid undulation model for the studied area. Ellipsoidal heights were transformed into orthometric heights using (1) and later converted to hidrographic zero, as described above.
Figure 4. Theoretical model and experimental variogram.

Figure 5. Combined elevation model (combining height and bathymetric datasets)

3.2 Combined elevation model

Due to the diversity of details (distinct sources and acquisition periods) of the datasets, these were firstly analysed to evaluate the compatibility between these datasets. Results indicate that orthometric heights relative to scales 1:25 000 and 1:10 000 have a non-systematic differences between -5.97 m and 15.24 m, which impossibilities a merge. Hence, only the 1:25 000 scale altimetry was used.

As the three bathymetry datasets overlap, the same procedure was conducted. For the Estuary-Lima pair (243 points), average and deviation values were 24 cm and 20 cm, respectively. For the Eiffel-Lima pair (5120 points), the average, standard deviation and range of the differences were 21 cm, 36 cm and 113.3 cm. This justifies the choice of not including the Eiffel dataset in the final elevation model. This combined model was pro-
duced from the 1:25 000 data, the remaining two bathymetric datasets, and the points surveyed with GNSS.

Finally, the spatial prediction was performed with kriging techniques. Data trends were previously modelled by a bilinear function, subtracted to the original values. An ordinary kriging was then applied to this difference. The combined elevation model was finally converted to a regular 5 m grid (Figure 5, r).

4 Conclusion

The compatibilization of heights and bathymetric data is frequently a requirement in coastal engineering studies. The methodology presented in this study allows the construction of an elevation model combining both types of information, with distinct levels of detail and potentially obtained by distinct acquisition techniques, in a precise and prompt manner.

In areas where generically there is lack of data, namely in the intertidal zone, data acquisition with GNSS techniques is a very efficient way but requires a local geoid undulation model to convert ellipsoidal heights into orthometric heights. In this construction it is necessary to select a set with known orthometric height values (geodetic marks and/or benchmarks), acquire the corresponding ellipsoidal height, and, based on these samples, estimate the value of the geoid undulation through a spatial predictor.
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Abstract

In land-cadastre datasets, gaps or overlaps among parcels are frequently found due to non-abutting edges with adjacent parcels. These non-abutting edges are also called uncertain edges, and polygons containing at least one uncertain edge are called uncertain polygons. This paper discusses a new algorithm for efficiently searching parcels of uncertain polygons in given land cadastre dataset, and rationally partitioning them to allocate each to adjacent parcels. We used Constrained Delaunay Triangulation (CDT) and labeled the outputs for searching for uncertain polygons to produce polygons containing gaps or overlaps. Then, these polygons are partitioned using the straight skeleton based method; finally we allocated each partitioned gaps or overlaps to adjacent parcels to improve topological consistency of cadastre datasets. We have performed experimental application of this automated derivation of partitioned boundary from a real land-cadastral dataset.

Keywords: GIS, Uncertain boundaries, Land cadastre, Spatial Data Quality, Straight Skeleton.

1 Introduction

Land-cadastre presents boundaries of land ownership; each piece of land constitutes a parcel whose geometry is represented with a polygon. One of the most essential properties of these polygons is the topological consistency; polygons should share common edge(s) with adjacent parcels without gaps or overlaps (Laurini and Millner-Raffort, 1994). Nonetheless, in real world cadastre datasets, topological inconsistencies, due to various causes, are rather frequently observed. These errors can be caused and propagated, for example, due to vectorization errors during a database conversion from a blue print cadastre data into a digital form (Chrisman, 1987; Ubeda and Egenhofer, 1997). Moreover, if the digitized cadastral data is not centrally collected and managed, topological inconsistencies are more commonly found, especially along the jurisdictional boundaries of surveying or administrative authorities. Usually the topological consistencies are
relatively well maintained in the central parts of administrative areas, whereas much more gaps and overlaps of various sizes are found along the administrative boundaries.

GAP-Tree based method (Tinghua and Peter, 2002) and other methods have been proposed to solve this problem. However, they are shown to be applicable only to limited cases or produce unsatisfactory results.

The ideal solution to this problem is developing central and seamless cadastral database by performing additional surveys on parcels with uncertain boundaries. This will guarantee error-free, consistent topology across datasets. But this, obviously, requires significant investment of time and budget. Practical alternatives to this approach are automated adjustment of parcel boundaries via various algorithms. However, these existing algorithms produce results within specified tolerances, usually based on specified tolerances from merging datasets (Beard and Chrisman, 1988). Our algorithm differs from them in two aspects: first, we do not need user-defined tolerances for searching for uncertain areas, second, we maintain history of vertices modification that occur during allocation of uncertain areas to adjacent polygons. We used the technique of tagging the triangles produced by constrained Delaunay triangulation (CDT) with the numbers of overlapping areas with other triangles. Then, we identified gaps and overlaps by checking the tag and merged them as necessary. Finally, we performed the conflation by partitioning the gaps/overlaps via straight skeleton method and allocating the segments to adjacent polygons.

2 Skeleton Operators

Figure 1 illustrates varying results of different vector operators stemmed from the skeleton operator: Triangulation based skeleton allows assigning varying weights to different polygon edges, consequently shifting the center line closer to the polygon that shares more semantic similarities. But it is difficult to apply this method to polygons with spikes (e.g., zigzag shape). Medial axis method is less problematic to be applied to such conditions. However, this does not allow unequal weight assignment which is advantageous in some cases. The straight skeleton method, with augmentation of the original algorithm, can produce better results for all the above mentioned situations. The straight skeleton extension method (Tanase and VeltKamp, 2004) adds additional edges to vertices to make the result geometrically similar to the results of Medial Axis Method.

![Figure 1. Comparison of skeleton operators (with emphasized centerline).](image-url)
3 Algorithm for partitioning polygons with uncertain boundaries

The algorithm consists of three steps:
1. Search for uncertain areas via CDT based tagging.
2. Produce straight skeletons for uncertain areas.
3. Adjust boundaries by allocating segments to adjacent polygons.

3.1 Search for uncertain areas

We used constrained Delaunay triangulation (CDT) for searching areas of topological inconsistency among polygons. CDT fills entire area of polygons with triangles, which allows detection of overlaps or gaps within datasets. We tagged each triangle by the number of crossing edges of other triangles (for gap, the value is 0, for overlap the value is greater than 1).

CDT decomposes polygons into non-overlapping triangles, none of which cross the boundary of the polygon. This means that all the polygons, including ones with holes, can be triangulated without adding extra vertices (de Berg et al., 1997). We created CDT inside and outside of each polygon boundary. If two polygons are adjacent by an edge e, e is an edge that is drawn twice. Since most of triangulation programming libraries discard one point at duplicated points, this does not require further manipulation. Likewise, when edges are found to intersect, they are split with a new vertex created at the intersection point.

Identifying uncertain area: If all polygons in a dataset form a planar partition, all triangles will be tagged as 1. Gaps or overlaps are easily recognized by checking if the tag value is not equal to 1. Figure 2 (a) shows a CDT produced by constraints. Figure 2 (b) shows the gaps and overlaps detected via tag counting.

![Produced CDT](image1.png) ![Triangles with tagging value = 1](image2.png)

Figure 2. Detecting uncertain areas based on CDT.

3.2 Skeleton based partition operator

The straight skeleton algorithm was used for partitioning uncertain areas. Since individual vertices of parcel data are of great monetary significance, we ensured that the history of vertex change is traceable.
3.3 Assignment of segments to adjacent polygons

This step assigns the partitioned segments of uncertain areas to adjacent polygons. Two different procedures can serve the purpose: we could merge the segments with adjacent polygons or we could shift the boundaries of adjacent polygons to the centerline created by straight skeletons. We adopted the latter procedure since it allowed us to get the matching pairs of vertices before and after the conflation.

4. Experiment

We have implemented the algorithm described in this paper with the C++ programming language, which allows input and output from a large variety of data formats common in GIS. The program used Google API so that the realistic background images of interested areas can be displayed.

We used the cadastre datasets of Suwon city (perimeter: 69,960 meters, area: 121.01㎢) that are used for KLIS (Korea Land Information System). They include 4,704 meters of uniform data resolution area without weight value and 7,513 meters of varying data resolution area with weight value. Since the target area is covered by datasets independently developed by multiple local governments, uncertain areas are densely populated along the administrative boundaries. Figure 3 shows exemplar uncertain areas, and results of the algorithm application along with mash-up with Google maps backdrop.

![Figure 3](image)

**Figure 3.** Exemplar Result of the algorithm

For evaluation of the results, we have compared the result with manual conflation of the same area performed by MLTM (Ministry of Land Transportation and Maritime affairs). We have thoroughly studied accuracy of location of linear features compared to the work done by high-skill experts as suggest by Goodchild and Hunter (Goodchild and Hunter, 1997). The comparison is carried out by using buffers to determine the percentage of line from one dataset that is within a certain distance of the same feature in another dataset of manual work (Figure 4).
Figure 4. Goodchild and Hunter buffer comparison method. The buffer of width x is created around the reference source, and the percentage of the tested source that falls within the buffer is evaluated (Goodchild & Hunter, 1997).

The result of comparison is shown in Table 1: In areas without weight value, 90 percentile is approximately 0.8 meter which proves the algorithm to be quite effective. On the other hand, in the areas of weight values, the comparison with manual conflation yields around 90% percentile at buffer width of 12 meters. In the areas of weight values, polygons adjacent to uncertain areas are from datasets of varying data resolutions. In this case, manual conflation was performed by adjusting the lower data resolution boundaries to the higher data resolution boundaries. The weighted straight skeleton will produce better result in this case.

Table 1. Comparison with manual conflation

<table>
<thead>
<tr>
<th>Buffer width (m)</th>
<th>Length of centerline within buffer (m)</th>
<th>Buffer width (m)</th>
<th>Length of centerline within buffer (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>631.5 (13.4%)</td>
<td>1</td>
<td>601.4 (7.9%)</td>
</tr>
<tr>
<td>0.5</td>
<td>3523.5 (74.9%)</td>
<td>2</td>
<td>1571.9 (20.9%)</td>
</tr>
<tr>
<td>1</td>
<td>4480.7 (95.3%)</td>
<td>3</td>
<td>2382.8 (31.7%)</td>
</tr>
<tr>
<td>2</td>
<td>4637.5 (98.6%)</td>
<td>5</td>
<td>4041 (53.8%)</td>
</tr>
<tr>
<td>3</td>
<td>4692.9 (99.8%)</td>
<td>10</td>
<td>6245.4 (83.1%)</td>
</tr>
<tr>
<td>5</td>
<td>4702.3 (99.9%)</td>
<td>15</td>
<td>7512.6 (99.9%)</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper presents an algorithm for partitioning polygons with uncertain boundaries. It works in three steps: CDT based uncertain area searching, straight skeleton operation to the uncertain polygons, and allocation of partitioned segments to adjacent polygons. We showed that the algorithm is efficient and effective. The algorithm provides two advantages over existing methods: it does not require user-defined tolerance for the uncertain area search, and it maintains the vertices shift history throughout the conflation.

This algorithm produces highly accurate results for areas with uniform resolution. However, for areas with varying data resolutions, methods for automated weight assignment should be further studied. We leave this as a future work.
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Abstract

This work, accomplished in the framework of the GeoSAT research project, had as main goal the definition of methodologies to extract geographic information from high-resolution satellite images in an urban environment. This paper presents and describes the positional accuracy assessment processes of a QuickBird satellite ortho image of the city of Lisbon. To evaluate the possible applications of an ortho image for updating the Lisbon municipality base maps, some geometric pre-processing operations were previously performed, using the 1/1000 municipality base map as a reference source. In order to obtain a significant sample of independent ground control points (GCP), a set of GNSS (Global Navigation Satellite System(s)) observations were used to determine its ground coordinates. These GCP were then used as an information reference, considering the specifications of the final product. Results have shown that was not possible to reach the specifications of the 1/1000 scale positional accuracy, this was only verified for scales smaller than 1/5000. Alternatively, the ortho image produced in this study might be used to perform other tasks, like the extraction of features relevant for updating municipal master plan (PDM), at 1/1000 scale for urban municipalities and at 1/25000 scale for rural municipalities.

Keywords: Positional Accuracy, Ortho, Lisbon, QuickBird, GNSS.

1 Introduction

High-resolution satellite images, namely the ones from *Ikonos* and *QuickBird* satellites, can fulfil several needs of geographic information in a variety of applications, mainly in the urban environments. The GeoSAT research project has contributed for the development of methodologies of information extraction from high-resolution images, as well as, for quality assessment of those images.

The required quality for geographic information depends on its final purpose, thus, the existence of a quality control system is needed, to impose quality assessment parame-
ters and maximal errors thresholds that determine the acceptance or rejection of the data depending on their use (Santos et al., 2009).

The evaluation of the quality of georeferenced information might be done considering various components, such as positional, thematic and temporal accuracy, logic consistency and completeness. In particular, the positional accuracy consists on assessing the difference between the map coordinates and the correspondent ground coordinates measured in the field using a high precision technique, like the spatial positioning systems (GNSS observations) or topographic methods. These quality components are properly identified and documented, in the ISO 19113 and ISO 19114 standards, which defines, the magnitudes to use and the quality assessment procedures respectively (Santos et al., 2009; Freire et al., 2010).

This work is focused on the positional accuracy assessment of a QuickBird ortho image, using as reference for the orthorectification process the municipality base map at scale 1/1000. The quality control of the ortho image, namely in terms of positional accuracy, was performed using as reference data, a regular sample of ground control points coordinated in the field, through GNSS observations (Casaca, 1999; Casaca et al., 2005).

2 Study area and information available

According to the GeoSAT project purposes, the main study area was the city of Lisbon municipality, in Portugal. A QuickBird image (Figure 1) collected on March 11, 2007, including five bands, one panchromatic and four multispectral (visible spectra and infrared), with spatial resolutions of 0.60m and 2.40m, respectively, was used. The radiometric resolution of the image is 11 bits.

Regarding the vector information, the Lisbon municipality base map at scale 1/1000, in the ETRS89-TM06 reference system, was used. The altimetric data used in this work, was extracted from this base map, namely, elevation points and contours with 1m of equidistance.

Figure 1. Extract of the QuickBird pansharpe image of Lisbon city (collected in 2007).
3 Methodology

3.1 Pre-processing

During this stage, several tasks were performed over the spectral bands and altimetric information, as well as, image geometric correction, in order to register all the information in the same reference system. All the operations were achieved with the image processing software PCI Geomatics 10.

The multispectral bands were merged with the panchromatic image using the PANSHARP algorithm. This operation is performed to combine the multispectral information with the panchromatic band spatial resolution, retrieving an RGB composition (visible spectra and infrared bands) with the spatial resolution of the panchromatic band (0.60m). This sort of information benefits the control points identification and posterior image segmentation and feature extraction operations.

A Digital Elevation Model (DEM) with a pixel size of 0.5m was generated using the elevation points and contours extracted from the 1/1000 base map. For this DEM generation, it was considered only elevation data on the soil, therefore the building’s roofs were not corrected and had maintained folded due the distortion introduced by the relief.

The pansharpened image was then geometrically corrected to assign the image to a known reference system (in this case, PT-TM06 ETRS89) and also to decrease the geometric distortions introduced by the relief. Then, the image was orthorectified based on the RPC (Rational Polynomial Coefficients) model, where the polynomial coefficients extracted from the original image are used, which allows the calculation of the function that describes the geometry of the image. To perform this operation, a set of 29 ground control points distributed over the municipality, were collected, and a set of 22 checkpoints for the internal quality assessment of the model applied in this process. The results of orthorectification process and internal positional accuracy of the image (with the 22 checkpoints) are presented in Table 1. It can be verified that the variations of RMSE (Root Mean Square Error) in X (east-west) and in Y (north-south) are approximate half of the pixel size of the image.

<table>
<thead>
<tr>
<th>Points</th>
<th>#</th>
<th>RMSE X (m)</th>
<th>RMSE Y (m)</th>
<th>RMSE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>29</td>
<td>0.42</td>
<td>0.36</td>
<td>0.55</td>
</tr>
<tr>
<td>Check</td>
<td>22</td>
<td>0.42</td>
<td>0.47</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 1. Results of orthorectification and internal positional accuracy of the pansharpened image.

3.2 GNSS observations campaign

The availability of rigorous and independent data is essential to promote a good quality assessment process, namely an external assessment of the image. Therefore, a set of GNSS (simultaneous GPS and GLONASS signals receiver) observations was acquired, around the Lisbon city during 3 years, in order to have an acceptable sample of rigorous ground control points (GCP) coordinates. Those points were previously selected on the pansharpened QuickBird image (Figure 3), to obtain a regular distributed sample of control points along the city of Lisbon municipality.

In Figure 2, is illustrated an acquisition of GNSS observations for a ground control point.
During this campaign, the regular distributed set of points selected in the image, was observed with a dual frequency receiver, in a differential mode (rapid-static), with 10 degrees of elevation mask, and at a sampling rate of 5 seconds for five minutes. Coordinates were obtained after post-processing.

From the 400 GCP that were collected, only the ones with a standard deviation of less than 5 cm in planimetry and less than 10 cm in altimetry were considered as valid points. Thus, the coordinates of 348 GCP were considered as reference information for the assessment of the external positional accuracy.
3.3 External quality assessment

To check the geometric quality of the image, the level of agreement between the coordinates collected in the ortho image and the ones observed with the GNSS observations were evaluated. For the external positional accuracy assessment of the ortho image, the planimetric coordinates of 70 control points were manually selected in the image, using for reference data the ground control points of the GNSS observations. Therefore the global RMSE retrieved was of 0.76m.

Results of the positional accuracy assessment performed with the QuickBird ortho image using external points to the orthorectification process are presented in Table 2. Using an external quality assessment, it could be verified that the RMSE achieved is slightly higher than when comparing with the internal quality assessment (0.63m), which was more focused in the behaviour of the orthorectification model.

Table 2. External positional accuracy assessment of the pansharped ortho image.

<table>
<thead>
<tr>
<th>Points</th>
<th>#</th>
<th>RMSE (m)</th>
<th>90% sampling points with deviation &lt; 1.517*RMSE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNSS</td>
<td>70</td>
<td>0.76</td>
<td>64 points with deviation &lt; 1.15m</td>
</tr>
</tbody>
</table>

4 Analysis of results

The results obtained in the internal and external quality assessment shows that, as it was expected, the results of the internal assessment are more favourable (normally used by the producers), than the results of the external quality assessment (normally used by the users), which is the most accurate methodology to evaluate the quality of the cartography products.

Regarding the GeoSAT objectives, it has been considered to test the positional accuracy on scales for maps frequently used in the municipal and urban level, like 1/1000 and 1/5000, despite these scales, are beyond the mapping scales suitable for the pansharpened QuickBird image (Freire et al., 2010).

Table 3 shows the cartographic constraints from the technical specifications adopted by the Portuguese Geographic Institute as the National Authority for Geodesy, Cartography and Register (NA) for orthorectified images and the Topographic Numeric Model (TNM) at scales 1/1000 and 1/5000.

Table 3. Specifications for the planimetric tolerance for selected scales of TNM (IGP, 2009).

<table>
<thead>
<tr>
<th>Scales</th>
<th>RMSE (m)</th>
<th>90% sampling points with deviation &lt; 1.517*RMSE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1000</td>
<td>&lt; 0.18</td>
<td>0.27</td>
</tr>
<tr>
<td>1/5000</td>
<td>&lt; 0.75</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Results show that the extraction of cartographic features (buildings, roads, etc.), from the ortho image, are consistent with the specifications of positional accuracy for orthos and the TNM for the 1/5000 scale and lower. The use of 1/1000 base map scale, of the Lisbon municipality, will lead to a final product with less quality specifications than the
base product, therefore not allowing its use for updates at this scale. Thus, data could be used by the municipality to fulfill other needs for cartographic purposes at smaller scales.

5 Conclusions

From this preliminary analysis, we can wrap up that the final product, using this orthorectified image, do not meet the specifications of the positional accuracy for large scale cartography, such as scale 1/1000, not allowing its use for cartography updates. Only for scales equal or inferior than 1/5000, it can be assured that the final product could have the compliance to reach the quality specifications for the positional accuracy. Examples of applications, consistent with the positional accuracy obtained, are the ones related with the features extraction for analytical purposes, such as, the calculation of indexes for urban soils imperviousness, the extraction of green areas and the creation of monitoring systems for land soil use transformation (conversion of non-urban land into urban land). The use of this type of satellite ortho images might be considered to generate indexes to quantify changes between updates of topographic base maps. This information might then be used as an argument to justify the need of more periodical cartographic updates.

The presented specifications, from the NA, are more consistent (and reached), when the production of data is obtained from image stereo pairs, where the constraints for the geometry image acquisition of aerial photographs are very strict and the information extraction is performed in a 3D environment.
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Abstract

Nowadays, the capture of location referenced data and the development of web mapping by the general public, who do not have formal training or remit, has become commonplace. However, little empirically based guidance exists in the literature to assist amateur and professional data producers design a map mash-up so as to convey credibility and quality of the information communicated. Likewise, there is also little material accessible to the mass consumer to guide them in judging the quality of presented map information. The present study examines the impact of textual metadata and graphical indicators in users’ judgement about the credibility of map mash up information. Experimental self-completed questionnaires to a large number of respondents have been conducted. An approach of using a simple traffic light scheme has been tested. The findings demonstrate the low influence of textual metadata compared to visual based indicators in users’ judgement about the credibility of a map-mash up. The authority element that is a prominent criterion in judging content credibility in traditional mapping was not consistently perceived as important in the map-mash-up experiments carried out in this research. The paper’s findings are an important step in understanding how the mass of people choose and evaluate credibility in web map information, particularly in map mash ups. The findings support the growing research emphasis on promoting quality awareness among web map users.

Keywords: mashups, metadata, credibility, trust, web mapping, quality

1 Introduction

The Web 2.0 revolution, ‘Digital Earth’ vision and recent location technology advancement have had a big impact on trends with regard to mapping culture, and given rise to the so-called sub-discipline of neogeography (Haklay et al. (2008)). Until the appearance of neogeography, mapping activities were mainly dominated by professional developers. The data used in these applications are typically supplied by government or com-
mercial organisations that have standardised procedures for its capture, quality control and dissemination. However, the ease of capture of geographic and location-referenced data and of map construction without the need for high cost software or programming skills, experience or prior knowledge on mapping design means many citizens now can and do produce their own maps (Haklay et al. (2008)).

This current trend however, raises the concern about the truth, quality and accuracy of information being conveyed. In fact, this issue have been widely debated in other domains that use the World Wide Web as a medium for dissemination. For example, the ecommerce and health information ethics domain have implemented third party seal programs such as TRUSTe (Cheskin, 1999) and HONcode certificates (Fallis and Friske, 2002). These programs provide a ‘stamped trust label’ for websites that adhere to the ethics guidelines in their respective fields. Rating systems that are calculated, based on peer reviews, such as used in eBay, and communicated using visual labelling, such as colour coded traffic light (CCTL), have been applied to certain product reviews.

Visual quality indicators on GIS maps were first suggested in Devillers et al. (2002:700) as a response to the difficulty of communicating metadata to professional and lay users. The challenges of using the typical textual form of metadata to assist users analysing the data’s fitness for purposes have been stated in several publications. Devillers et al. (2007) has posited a practical model to implement a quality rating system in GIS for use by experts to give advice about the quality of a dataset. The approach of using visual indicators as an aid to judging the quality of a map has a potential to be further tested in a Web medium, particularly in map mash up environment. This study therefore, proceeds to examine the potential of a CCTL rating label in map mash-ups to assist users in making informed judgment about the information credibility based on the critical values.

2 Methodology

2.1 Sample

Two series of experiments using online map based questionnaires were conducted. Both experiments were distributed to respondents on the basis of convenience (opportunity) sampling (Black, 2009) via students mailing lists and the university internet portal. There were 208 respondents aged between 18 and 35 involved in these two experiments. The sample comprised of members of the University of Nottingham and was split into two groups of respondents: geoliterate and non-geoliterate users. The groups were classified based on the background information given by each respondent in the user demographics form. Geoliterate users were grouped based on those who stated that they had current or previous backgrounds (i.e. had attended academic or/and professional courses) in geography, cartography, remote sensing, land surveying or geographic information science: the remainder were classified as non-geoliterate users. Table 1 shows the demographic data for the two experiments.

| Table 1: Demographic data for each of experiments |
|-----------------------------------------------|-----------------|-----------------|
| Exp 1 (n = 133)                               | Exp2 (n = 75)   |
| Geo-literate respondents                      | 31              | 28              |
| Non geo-literate respondents                 | 102             | 47              |
2.2 Experimental Datasets and Response Measure

Both experiments used similar datasets as in Figure 1. Dataset 1 was to simulate a high credibility map by indicating ‘The University of Nottingham’ as the mash-up producer. Dataset 2 was to simulate a low credibility mash-up produced by an individual (viz. Sarah Smith) without presenting any credential information about the author. The information about the author/creator of the mash-up was displayed on the right top of the side bar. The differences between the two experiments were on the experimental tasks and the presence of the CCTL label. The CCTL label was tested in Experiment 2 but not in Experiment 1.

The developed questionnaires were informed by previous study in Fogg et al. (2003) and a pilot survey conducted earlier. The dependent variables included in the questionnaire and referred to as ‘elements’ in the rest of this paper, were the identity of mash-up producer (to represent authority), and ratings label for user credibility judgment. This study has measured other variables such as map data supplier, website affiliation, colour scheme and currency as demonstrated in Idris et al. (2011). Other possible variables suggested in Fogg et al. (2003) that might influence the credibility such as the accuracy, functionality, performance, readability, information bias and advertisement were excluded in this study. The simplification applied is believed not invalidate the findings demonstrated in previous studies. The label was designed using the concept of CCTL plus an overall rating (TF+), as demonstrated by Kelly et al. (2009). Figure 1 depicts the labels on top of the maps.

![Figure 1: The datasets and labels used in Experiment 2](image)

3 Results

**Finding 1: The authority of map mashup information (i.e. the producer of a map) was not perceived as an important element for a high percentage of users determining credibility of an online map mashup.**

In Experiment 1, respondents were asked two similar questions, but in different contexts. In the first context, respondents have to give their responses purely based on the experimental task, but in the latter context respondents have to rate their responses in purely generic context based. In the first question (Q1), respondents were asked ‘how important map producer (map author) in influencing you to choose the map in the experimental task’. In the second question (Q2), respondents were asked to rate ‘how important the map producer’s (map author’s) reputation when in influencing you in assessing a credibility of any online map’, which is a generic question, not specific to the experimental task. A four-point scale (0 = do not know, 1= not important, 2= slightly important, 3=important) was used to measure the responses. From the analysis on Q1 shown in
Figure 2, sixty-nine (51.88%) of respondents rated the map producer (author) element as not important in influencing their decisions in the experimental task. Analysis on Q2 indicated thirty (22.56%) of respondents rated map producer element as not important. The responses between two questions were inconsistent and the difference was highly statistical significant in the chi-squared test $\chi^2(1) = 15.364$, probability (p) < 0.001 (in probability there is only one chance in a thousand the different could have happened by coincidence).

Finding 2: Participants were three times more likely to identify a high credibility map mash up from the CCTL labelling than from a textual label indicating authority of the data.

From the graphs in Figure 3, the number of respondents that chose Mash-up A (high credibility map) in Experiment 2 was increased 27.24 per cent over the responses in Experiment 1. This is highly significant as measured by the chi-squared test $\chi^2(1) = 31.44$, p < 0.001. From the test, there was a significant association between the presence of the CCTL label and whether the respondents chose the high credibility map (mash-up A) or low credibility map (mash-up B). From the odds ratio calculation (Field, 2009:700), the odds of respondents choosing the high credibility map (map A) were 3.3 times higher if they were given a map with a CCTL label than a map without the CCTL label. Figure 4 indicates results where respondents have to rate their agreement on the statement of ‘I chose the map because I have been influenced by the credibility ratings provided with the map’. 54.67% of respondents rated their responses within the scale of slightly important (5) to very important (7), and 30.67% rated this element as slightly ‘not important’ (3) to very ‘not important’ (1); this difference was statistically significant [chi-squared test $\chi^2(1) = 5.06$, p<0.05].

Figure 2: The comparison between the responses in Q1 and Q2

Figure 3: The results for the two experiments of the question ‘which of the two maps do you perceive as having more credibility (believability) to assist you in the task - Map A or Map B?’
4 Discussions and Conclusions

This study demonstrates the significant difference in response when respondents were asked a question about the level of influence of a map producer element in two different questioning approaches – an experimental task-based context and non task-based based context. It indicates respondents were aware of the importance of the identity of the map producer in judging credibility of information, but would not invariably include that element in their assessment. A number of observations may be made with respect to this finding; 1) the element might not have sufficient visual prominence when judging the credibility in the tasks. As in Prominence-Interpretation Theory (Fogg, 2003), users make a judgment pertaining to credibility based on the elements that they noticed. To address this, in Q1, a prominence test approach was used. Q2 used an interpretation test approach where respondents interpreted the statement in a generic context so that the prominence of the element was not relevant. As Fogg’s et al. (2003) research predicted, the responses between the two-fold questioning approaches were different. 2) The Web is in an authorless environment where information in the web is not subjected to assertion of the identity of the author; hence the emphasis on importance of authority in judging information credibility as in traditional approach has diminished (Warnick, 2004). Our results are consistent with these earlier studies.

This study also demonstrates the impact of a colour coded traffic light ratings (CCTL) label for online mapping and particularly for map mash-ups. The probability of respondents making informed judgments by choosing a high credibility map based on the CCTL rating label is three times higher than the setting without the label. This finding is in line with the study of Kelly et al. (2009) which demonstrated that the probability of users identifying the healthier food from the traffic light labelling format was five times higher than with a label using monochrome text information. The knowledge that focusing on visual cues to attract users’ attention in low motivation groups is well established in marketing and advertising. As Petty and Cacioppo (1986) identified, users in such groups would rely on the peripheral signal rather than critical element. The Fogg et al. (2003) study supports that finding by demonstrating visual related elements as major indicators that users used to determine credibility of online information. The proposed CCTL ratings label has the potential to provide a solution for a group of users who are sometimes in low motivation to scrutinise the critical element when judging the credibility of information. Given the selection criteria used in this study for the experiment participants, however, the validity of the findings might only apply to young adult map users and the

Figure 4: The respondents’ agreement on the statement of ‘I chose the map because I have been influenced by the credibility rating provided with the map’
findings might be different if all respondents were required to have a deep engagement with the task.

In conclusion, the development of a CCTL rating label for online maps, and particularly for map mash-ups is showing promise as an approach for assisting users to make informed judgement about the credibility of online map information in a quick and easy manner. Further investigations have to be made on how to increase the influence of the ratings label so that it could become the main element being measured in users’ credibility assessments. A model of a credibility ratings index for map mash-ups and the conceptual design of the implementation of automatic CCTL creation in map mash-up environments are the next steps for this current research.
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Abstract

Spatial-explicit models are usually used to study the pattern of land use and land cover (LUCC) changes. It has been widely cited in LUCC field that the scale of observation can influence the outcome of an analysis and impact the model parameters that describe urban land use change processes. Thus, different urban land use patterns can be formed at different spatial and temporal scales. Land Transformation Model (LTM) integrates Artificial Neural Network (ANN) and Geospatial Information system (GIS) to simulate urban land use change pattern with socio-economic and environmental variables. Extent is overall area of region under research while resolution is minimum detectable area that can be measured. The main objectives of this paper are: (1) Analyze the parameters and outputs of LTM in response to varying cell resolutions and (2) Examine the pattern of urban growth of LTM across different cell sizes. This experiment analyzed the objectives of this paper in Muskegon River Watershed of USA. Although the LTM captures the pattern of urban growth across cell sizes, differences between the observed patterns across scales were substantial. Sensitivity analysis of urban growth across cell size indicates that LTM perform better at certain cell sizes than at others. The results of this paper can help urban land use modelers to determine the appropriate spatial scales for the processes being simulated and the importance of spatial scale in urban land use change modeling research.

Keywords: Land use/land cover change, spatially-explicit models, Uncertainty, Multi-Scale.

1 Introduction

Urban land use change patterns can be different over time and space (Gibson et al. 2000, Goetz et al. 2004). Spatial scale can influence the model’s ability to capture the
patterns that drive urban land use changes. It also becomes more complicated when the patterns of urban land use change are not usually related across different spatial scales in a simple way (Gardner et al. 1989, Jenerette and Wu 2001, Kok and Veldkamp 2001). There are recent examples of urban land use modeling frameworks that integrate multiple scales (Verburg and Chen 2000, Walsh et al. 2001, Soares-Filho et al. 2002). Some Urban Growth Models (UGMs) were designed to simulate urban land use change at fine scale (Bockstael 1996) while other UGMs were developed to simulate the patterns at coarse scale (Johnston and Barra 2000). According to White and Running (1994), scale is “both the limit of resolution where a phenomenon is discernible and the extent that the phenomenon is characterized over space and time”.

In spatially-explicit models, identification of driving forces of change is of great importance. Besides environmental constraints (such as altitude, rainfall, slope and temperature), demographic and other socioeconomic variables, like location of cities, population density, or level of education, are main spatial determinants of land use (Kok, et al., 2001). In several land use models, statistical tools and transition rules are being used to analyze in gridded spatial data (SLEUTH (Clarke et al., 1997), LTM (Pijanowski et al., 2002), CLUE (Veldkamp et al., 2001; Verburg et al., 2002), GEOMOD (Pontius et al., 2001)). Land use change models are capable of examining the sensitivity of land use patterns in different spatial and temporal dimension and the stability of linked social and ecological systems, through scenario building. LTM can simulate land use change using artificial neural network, from which complex patterns emerge (Pijanowski et al., 2002). LTM focuses on grids, simulating the relationship between inputs (as pixels) and an output (as pixels). LTM was incorporated in different forms during the last decade to accomplish spatially urban explicit land use change modeling. For example, LTM has been employed to create land use legacy map (Pijanowski et al., 2007), historical land use maps using back-casting approach (Ray and Pijanowski, 2010), urban boundary change (Tayyebi et al., 2011), as well as examining error propagation in coupled LTM and Regional Atmospheric Model System (RAMS) models and error propagation in a coupled land use and ground water model (Pijanowski et al., in review and Ray et al., in review).

It is vital how to represent drivers in the model and how the model does respond to scale analysis. Multiple processes that form land-use are scale dependent, so they act differently on various scales. Extent and resolution are two aspects of scales while they are not practically independent. As resolution reduces and extent increases, identifying major processes becomes more difficult. For each process in land use and land cover change, a range of scales may be defined over which it has a significant influence on the land use pattern (Meentemeyer, 1989; Dovers, 1995). Using two approaches, we can deal with scale dependency: 1) Fixed spatial units (grids), as extent and resolution varies (Walsh et al., 2001; Kok and Veldkamp, 2001); 2) Changing spatial units (Nelson, 2001). Although, the LTM has been evolved in an active area of research, few studies have explicitly addressed scale issues in urban land use simulation of LTM. Because LTM is pixel-based approach, the quantity and location of urban land use change patterns can be influenced by varying the spatial cell size of the data. In this paper, we present results from a series of widely used LTM-based urban model (slope, elevation, exclusionary zone, distance to urban, road and stream) in the Muskegon River Watershed, in the Upper Midwest USA to investigate how the parameter and outcome of LTM responds to changes in cell resolution. We also analyze the relationship of urban land use change patterns across different spatial scales.
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Abstract

As sustainable development is a goal for many urban communities, land use change models have drawn more public attention because it provides local land use planners and regional resource managers with information about the potential effects of urban growth. Uncertainty is important issue for decision maker and urban planners because they should be careful in communicating the uncertainties within the urban land use maps. Having knowledge about the origin and impacts of uncertainty is needed to make the goals of reliability in urban planning. Walker et al. (2003) developed new frameworks and typologies of uncertainties for decision support fields. This study attempts to use Walker et al. (2003) framework to address the importance of assessing various dimension of uncertainty in urban growth simulation of Land Transformation Model (LTM) for more efficient urban planning. Muskegon River Watershed of USA was considered as study area to meet the objectives of this paper. We assess the uncertainties associated with LTM such as data, model parameters and model outcome uncertainties using quantity and location metrics to compare the outputs of different versions of LTM with each other as well as actual land use map. We also discuss how different sources of errors can affect the quantity and location of urban simulated maps of LTM.

Keywords: Land use/ Land cover change, Land Transformation Model, Uncertainty, Urban planning

1 Introduction

Many researchers have focused on developing Urban Growth Models (UGMs) that successfully link the spatial predictor variables to urban land use change (Veldkamp and
Fresco 1996, Mertens and Lambin 2000, Schneider and Pontius 2001, Serneels and Lambin 2001, Overmars and Verburg 2005; Pijanowski et al., 2002). The reliability of these UGMs highly depends on the uncertainty in data, model structure, model parameter, model outcome and other sources (Walker et al., 2003). Some research programs in the field of LUCC have quantified the uncertainty associated with urban land use change models. Many plausible scenarios exist for the uncertainty assessment and error propagation investigation in the Land Use Land Cover Change (LULCC) models. There are different sources of uncertainties that affect the UGMs simulations, but the most important ones including the data uncertainty, model structure uncertainty, model parameter uncertainty and model outcome uncertainty (Walker et al., 2003). The uncertainty is accumulative in UGMs and uncertainty in each step would affect amount of uncertainty in next step. Sometimes this would cause to increase uncertainty and sometimes may lead to reduce amount of uncertainty. During the past decade, many studies have focused on assessing various sources of uncertainty associated with hydrological forecasts (Beven and Binley, 1992; Kuczera and Parent, 1998; Vrugt et al., 2003; Maier and Ascough, 2006; Ajami et al., 2007) and hydrologic modeling (Vrugt et al., 2003). Uncertainty is increasingly important in different sciences such as environmental science (Van Der Sluijs, 2007), water management (Pahl-Wostl et al., 2007) and transport planning (Marchau et al., 2009). Burnicki et al., (2010) recently examined the impact of varying spatial and temporal patterns of error on a post-classification change analysis.

LTM include many parameters (weight and biases) describing the urban growth patterns which need to be estimated through calibration with historical data. The parameters of LTM can take wide variety of values in each cycle and they are different according to structure of neural network and type of spatial driving forces. Investigating different dimensions of uncertainty (such as data, model structure, model parameters and model outcome uncertainties) in LTM have often been ignored or addressed indirectly. Furthermore, the links between LTM uncertainties and urban planning uncertainties have not been extensively explored. Reliable LTM urban growth simulations can provide decision makers with information that allows them to incorporate risk in decision making and therefore decrease the social, economic and environmental impact of land use change.

This study intends to build an LTM to address the three main dimensions of uncertainties in urban growth simulation associated with data, model parameters and model output uncertainty. To accomplish this objective, the paper is divided into three major parts. First, all inputs and output spatial layers perturb with different amount of quantity and location errors (0% (error-free), 5%, 10%, 15% and 20%) which refer to data uncertainty. Second, the derived data (error and error-free data) were used to build and train five versions of LTMs which refer to model parameter uncertainty. Third, the outcomes of four versions of LTM that include error in data for training were compared with outcomes of one version of LTM that did not include error in data as well as actual map which refers to model outcome uncertainty. We will illustrate that the data, model parameter and model outcome uncertainty incorporated within the LTM are major uncertainty sources in the urban growth simulation of LTM. We will also show that how different sources of errors would affect the quantity and location of final simulated maps of LTM. This allows decision makers to appreciate with the uncertainties in the LTM which respond to urban land use changes.
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