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CHAPTER 1 - JUSTICIA DIGITAL Y VIRTUAL EN LOS MEDIOS
EXTRAJUDICIALES DE RESOLUCION DE LITIGIOS

(DOI: 10.47907/DigitalTransformationAndGovernance/04)
Fernando Martin Diz'

Sumario: 1. El nuevo entorno de la Justicia eficiente: desjudicializar, digitalizar y virtualizar.
2. Automatizacion en la solucion extrajudicial de litigios. 3. Virtualizacion de las soluciones
extrajudiciales de litigios. 3.1. La figura del arbitro o mediador virtual y su posible responsa-
bilidad civil. 3.2. Automatizacion y funciones decisorias en la solucion extrajudicial de
litigios: complejidad y opciones. 3.3. Virtualizacion de arbitros y mediadores. 3.4. Hibridacion
como tercera via para la aplicacién de inteligencia artificial decisoria en solucion extrajudicial
de litigios. 4. Bases del modelo tecnolégico de solucion extrajudicial de litigios.

Resumen: La justicia avanza hacia la incorporacion plena de la tecnologia, también en el
ambito de los medios extrajudiciales de resolucion de conflictos, configurando una eventual
justicia virtual con el uso de la inteligencia artificial. En el ambito de la resolucién extra-
judicial de conflictos, consideramos la utilizaciéon de arbitros y mediadores virtuales desde
un modelo tecnolégico avanzado de desjudicializacion, digitalizacion y virtualizacion que
aporta mayor objetividad y eficiencia en la resolucién de conflictos por via extrajudicial y
en linea.

Palabras Clave: Justicia virtual; resolucion alternativa de conflictos; inteligencia artificial;
arbitraje; mediacion.

Abstract: Justice is moving towards the full incorporation of technology, also in the field
of extrajudicial means of dispute resolution, configuring an eventual virtual justice with the
use of artificial intelligence. In the field of extrajudicial dispute resolution, we consider the
use of virtual arbitrators and mediators from an advanced technological model of dejudicia-
lization, digitalization and virtualization that provides greater objectivity and efficiency in
the resolution of disputes extrajudicially and online.

Keywords: Virtual justice; alternative dispute resolution; artificial intelligence; arbitration;
mediation.

1. El entorno de la Justicia eficiente: desjudicializar, digitalizar y virtualizar

¢De qué depende la eficiencia? Cuestion ansiada, y largamente perseguida, en la imparticion
y derivas?® de la Justicia desde un modelo constitucional y democratico, como el que rige juridica
y socialmente nuestra convivencia y, con ello, la resolucion de litigios producidos inevitablemente

como consecuencia de las relaciones personales, econémicas y profesionales que tejemos cada

! Catedratico de Derecho Procesal Universidad de Salamanca.
2 Teresa ArMENTA DEu, Derivas de la justicia. Tutela de los derechos y solucion de controversias en tiempos
de cambios, Madrid: Marcial Pons, 2021.
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dia. Son recurrentes, tanto en la politica legislativa como en los planteamientos doctrinales®*°,
la busqueda y ofrecimiento de reformas legales® y soluciones para transformar la Justicia, tanto
institucional, organica como digitalmente. Pero la busqueda de la eficiencia, de los mejores
“resultados”, generalmente desde una dimension y cuantificaciéon temporal y econdémica en la
Justicia, no pueden obtenerse a cambio de una merma de las inherentes e imprescindibles
garantias’®°del justiciable a la hora de resolver litigios. Esa es la linea roja que no puede sobre-
pasarse en ningun caso y bajo ninguin pretexto.

El ecosistema de la Justicia contemporanea se esta constituyendo sobre la base de tres
elementos perfectamente identificables. El primero de ellos es la constatacién de una huida del
proceso judicial como solucion preferente y practicamente monopolistica para la soluciéon de
litigios que se ha unido al simultaneo auge del acceso a vias extrajudiciales de resolucion de
conflictos'®'!] junto a un creciente fenémeno de atribuciéon de funciones no estrictamente
jurisdiccionales al personal auxiliar de la Administracién de Justicia —particularmente a la figura
del Letrado de la Administracion de Justicia— y, finalmente, a una potenciacion, al menos
normativa, de las opciones de jurisdiccion voluntaria como elemento previo a una solucion
contenciosa de determinados asuntos —como ocurre con la reciente modificacion operada en
2021, respecto a la adopcion de medidas de apoyo a personas con discapacidad, y que precisa
de un previo expediente de jurisdiccion voluntaria al inicio de actuaciones contenciosas en via

procesal.

3 Federico Bueno pe Mata, Hacia un proceso civil eficiente: transformaciones judiciales en un contexto
pandémico, Valencia: Tirant lo Blanch, 2021.

% Helena Sorero Munoz, <Avances, tecnologia y ADR en el sistema de justicia: la necesaria revolucion de los
sistemas de resolucion de conflictos», in Jests Conpe Fuentes; Guillermo Serrano Hovo, dir., La Justicia digital
en Espania y la Union Europea, Barcelona: [Editor], 2019, 341-353.

> Silvia Barona Viiar, ed., Justicia poliédrica en periodo de mudanza: nuevos conceptos, nuevos sujetos,
nuevos instrumentos y nueva intensidad, Valencia: Tirant lo Blanch, 2022.

¢ Por citar, a titulo de ejemplo, los mas recientes: Proyecto de Ley de medidas de ¢ficiencia procesal del
servicio piiblico de Justicia (BOCG, Serie A, nim: 97-1, 22 de abril de 2022) o el Proyecto de Ley de Orgdnica
de eficiencia organizativa del servicio piiblico de Justicia (BOCG, Serie A, nim., 98-1, de 22 de abril de 2022)
y el Anteproyecto de Ley de eficiencia digital del servicio ptiblico de Justicia (2021)

7 Soraya AMraNT MEkKI, «Garantias frente a eficiencia: ¢Es lo racional siempre razonable?», in Jesds JIMENEZ
ConpE; José Beluno Penapes, dir., Justicia: ;Garantias Versus Eficiencia?, Valencia: Tirant lo Blanch, 2019, 31-60.

8 Fernando Martin D1z, dnteligencia artificial y proceso: garantias frente a eficiencia en el entorno de los
derechos procesales fundamentales», in Jesds Jiménez Conpg; José Beiuipo Penapes, dir., Justicia: ;Garantias
Versus Eficiencia?, Valencia: Tirant lo Blanch, 2019, 815-827.

? Cristina SAN MiGueL Caso, «La aplicacion de la Inteligencia Artificial en el proceso: qun nuevo reto para las
garantias procesales?», Ius et Scientia, vol. 7, n° 1 (2021) 286-303.

19 Silvia BaroNA ViLAR, «<Mutacion de la justicia en el siglo XXI: elementos para una mirada poliédrica de la
tutela de la ciudadania», in Silvia Barona ViLAr, ed., Justicia poliédrica en periodo de mudanza: nuevos
conceptos, nuevos instrumentos y nueva intensidad, Valencia: Tirant lo Blanch, 2022, 31-ss., especialmente
43-47.

' Juan Francisco HErrRero PEREZAGUA, <Menos procesos, menos proceso», in Silvia Barona Viar, ed., Justicia
poliédrica en periodo de mudanza: nuevos conceptos, nuevos instrumentos y nueva intensidad, Valencia:
Tirant lo Blanch, 2022, 63-92.
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En esta misma linea argumental, observamos la concurrencia de un segundo elemento,
consecuencia del anterior y premisa del que describiremos seguidamente, como es la paulatina
transformacion y adaptacion de los principios y garantias procesales fundamentales. La incorpo-
racion de tecnologias de la informacién y la comunicaciéon ha ido modificando sensiblemente
alguno de los principios nucleares del proceso y del procedimiento, siempre desde la exigencia
de su acomodo dentro de las exigencias constitucionales de caracter procesal'®. Es el caso, por
citar uno de los mas relevantes, del principio de inmediacion'?, tradicionalmente asentado sobre
la idea de que el personal jurisdicente, en el ejercicio de su funcién jurisdiccional, debe estar en
contacto directo con los elementos que le aportan conocimiento para sustentar sus resoluciones.
Es el caso, fundamentalmente, de la practica de la prueba en relaciéon con la sentencia y su
motivacion, llevindose a cabo de forma publica y contradictoria y que, con la implantacion de
soportes tecnologicos, se ve diferido a un marco de realizacion virtual mediante vistas telematicas',
de forma interpuesta, que sin privar del contacto directo entre juzgador y material probatorio,
si vienen determinadas por el entorno en que discurren, no siendo ya, en estos casos, en la sala
del tribunal o las dependencias judiciales sino a través de videoconferencia o aplicaciones
informaticas de comunicacion con empleo de imagen y sonido en tiempo real —e incluso, en
diferido o asincronico-.

La sociedad contemporanea de la tercera década del siglo XXI esta marcada por una incorpo-
racion de la tecnologia® de forma vertiginosa, conduciendo hacia una imparable digitalizacion
y virtualizacion. Cada vez mas proliferan opciones y posibilidades de desarrollar actividad judicia-
les y extrajudiciales de solucion de litigios a través de elementos digitales, virtuales y con apoyo
de la inteligencia artificial'®, en unos casos como forma de realizacién mas rapida -temporalmente—
e inmediata de actos, en otros como opcion menos costosa e, incluso, como opcién que eligen
directamente los litigantes (en el caso de los ODR) para desarrollar la solucion del litigio de
forma completa o parcial a través de alguna de las posibilidades online que permiten interactuar.
El metaverso, de mas reciente aparicion y expansion, constituye la expresion mas tangible y

futurista de la deriva hacia un mundo virtual, transpuesto, de relaciones sociales y personales de

12Pjedad GonzALez GraNDA; Maria Jesus Ariza COLMENAREJO, Justicia y proceso: una revision procesal contem-
poranea bajo el prisma constitucional, Madrid: Dykinson, 2021.

13 Perfecto AnDreés IBANEZ, «Sobre el valor de la inmediacién (Una aproximacion critica)», Jueces para la
democracia 46 (2003); Nicolas CABEZUDO RODRIGUEZ, <Aproximacion a la teoria general sobre el principio de
inmediacién procesal: de la comprensién de su trascendencia a la expansion del concepto», in Francesco Carer;
Manuel OrteLLs Ramos, eds., Oralidad y escritura en un proceso civil eficiente, vol. 2, Valencia: [Editor], 2008.

4 Fernando Gascon INcHausTi, sHan venido para quedarse las vistas telematicas?, Anuario de la Faculiad
de Derecho de la Universidad Auténoma de Madrid, n° extraordinario (2021) 383-401.

15 Dory Reine, Technology for Justice: How Information Technology Can Support Judicial Reform, Leiden:
Leiden University Press, 2010.

16 Raquel CasTiLLEJO MANZANARES, «Las nuevas tecnologias y la inteligencia artificial como retos post-COVID-19»,
Revista General de Derecho Procesal 56 (2022); Enrico Francesconi, <The winter, the summer and the summer
dream of artificial intelligence in law», Journal of Artificial Intelligence and Law 30 (2022) 147-161; y Fernando
MarTin D1z, Justicia digital post-COVID-19: el desafio de las soluciones extrajudiciales electronicas de litigios
y la inteligencia artificial», Revista de Estudios Juridicos y Criminologicos 2 (2020) 41-74.
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todo tipo (laborales, econémicas), que no sera ajeno, quiza, a la propia solucion judicial y extraju-
dicial de litigios en dicha sede'’. Este mundo virtual, al que nos conectaremos mediante disposi-
tivos electronicos, se basa en la interactuacion representativa (mediante un personaje o avatar)
y en cuya realidad externa y alternativa se podran llevar a cabo practicamente, de manera tridi-

mensional e inmersiva, la mayoria de actuaciones que los seres humanos desarrollamos hoy dia.

2. Automatizacion en la solucion extrajudicial de litigios

La apuesta de futuro de los modelos de aplicacion de inteligencia artificial (IA) al ambito de
las ODR, basicamente en arbitraje'® y mediacion electronica, demanda un avance hacia un modelo
decisorio que nos conduzca del e-arbitraje y la e-mediacion al i-arbitraje y la i-mediacion,
entendidos estos ultimos como Smart ADR/ODR", es decir, como soluciones extrajudiciales de
litigios apoyadas en herramientas de inteligencia artificial, y que pueden tomar para ello, y como
precedente, el caso de las denominadas negociaciones automatizadas. Es mas, la negociacion en
sede electronica ya sea en su version automatizada o asistida, esta considerada como una variante
de ODR, por lo que el referente parece plausible y adecuado.

En los sistemas de negociacion automatizada, como posible precedente* de la interaccion
entre ADR/ODR e IA, la tecnologia adquiere un papel protagonista (casi decisor) mediante el
perfil negociador que se le asigna, fundamentalmente a través de servicios de subasta ciega
(blind-bidding) y que se manejan especialmente en litigios vinculados a reclamaciones econémi-
cas en que una de las partes invita a la otra a convenir sobre una determinada cantidad mediante
la propuesta de sucesivas ofertas secretas, a través de la herramienta tecnolégica, que inicamente
son reveladas cuando de acuerdo a la programacion y algoritmos de la maquina se produce un
acercamiento que ofrece indicios para el acuerdo. Si esto se produce, y segin la programacion
de la maquina, esta podria llegar a ofrecer como acuerdo el punto medio entre las posiciones
consideradas como cercanas. Como ventaja quedarian: de una parte, que no se conoceria por la
parte contraria las posiciones iniciales de la parte contraria y, en segundo lugar, que en ningin

caso un mecanismo de esta naturaleza podria cerrar el paso a otras opciones de resolucion del

7Vicente MaGro Server, <Proyeccion en el metaverso de la Administraciéon de Justicia en la solucion de
conflictos», Diario La Ley 10071 (2022).

18 Kathleen Pamstey v Edna, Sussman, «Artificial Intelligence Challenges and Opportunities for International
Arbitration», NYSBA Dispute Resolution Lawyer 1 (2018) 35-40.

Y Fernando MartiN D1z, «Smart ODR: I-arbitraje e I-mediacion. Integracion de medios extrajudiciales de
resoluciéon de litigios e inteligencia artificial», in Salvador Varona ViLar, ed., Justicia poliédrica en periodo de
mudanza: nuevos conceptos, nuevos instrumentos y nueva intensidad, Valencia: Tirant lo Blanch, 2022, 381-402;
Fernando EsTeBAN DE 1A Rosa, y John Zeieznikow, <Making Intelligent Online Dispute Resolution Tools Available
to Self-Represented Litigants in the Public Justice System: Towards an Ethical Use of AI Technology in the
Administration of Justice», ICAIL 21 (2021) 21-25.

20 Emilia Bewucar v John Zeieznikow, «Developing Negotiation Decision Support Systems that support
mediators: a case study of the Family Winner system», Journal of Artificial Intelligence and Law 13-2 (2006)
233-271.
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litigio ya sean judicial o extrajudicialmente, por cuanto la negociacion no seria vinculante, salvo
pacto en contrario.

Los mecanismos de negociacién automatizada funcionan generalmente partiendo de que,
una vez recibidas las posiciones de las partes, si hubiera acuerdo sobre la cantidad reclamada,
el sistema electronico les ofrecera de forma automatica una propuesta de acuerdo para su
aceptacion. Si dicha propuesta se rechazase por alguna de las partes, ya fuese la mera propuesta
econémica o la propuesta de acuerdo final, ambas efectuadas por el sistema electrénico,
se podra solicitar al sistema una nueva propuesta con el limite de ofertas que establezcan las
reglas procedimentales aplicables. Con este planteamiento es evidente que una herramienta de
inteligencia artificial podria asumir perfectamente ofrecer esta modalidad de negociacién automati-
zada (una ODR, al fin y al cabo) ya que se sirve de sistemas electronicos, sin precisar ni restringir
qué entender por tales. Opcion que es absolutamente factible en la actualidad en que los modelos
computacionales para la creacién de una inteligencia artificial son capaces de gestionar desde
flujos de trafico hasta complejas operaciones de trading en los mercados financieros.

Desde esta linea de actuacion puede proyectarse, por ejemplo, una prevision legal en materia
de negociacion automatizada en materias de derecho civil y mercantil, en la cual una inteligencia
artificial, tomando la referencia anteriormente aludida, pueda proponer una solucion al litigio
desde la posturas (u ofertas) que las partes hayan fijado como finales tras un previo periodo de
propuestas y siempre en los limites y condiciones fijadas para el funcionamiento y aplicacién de
sus algoritmos de esa IAL.

La opcion de utilizar e-negotiation, con la incorporacion de IA transformado en i-negotiation,
es real, accesible y asequible y puede marcar la hoja de ruta para el i-arbitraje o la i-mediacion.
Aludimos, como ejemplo, a SmartSettle*, programa inteligente que cumple una funcion de
“adjudicador” de controversias, disenado para asuntos de diverso cariz y que genera resultados
en una negociacion bilateral electrénica y mediante algoritmos (IA) por medio de la asignacion
de costes y un manejo computacional de nimeros y probabilidades. A través de esta ODR se ofrece
negociacion automatizada en un sitio neutral que facilita el soporte para una negociacién entre
partes mediante la generacion y gestion de las posiciones de diferentes partes con objetivos en
conflicto o litigio y genera posibles acuerdos basados en las preferencias de las partes. Para ello,
el diseno de la inteligencia artificial que gestiona el asunto procede al analisis y optimizacion de
multiples preferencias planteadas por los litigantes, seleccionando aquellas que proporcionan
una mayor satisfaccion para todas las partes. Se trata de un procedimiento pacifico, colaborativo,
sin confrontaciones ni posturas cerradas, a través de una interfaz interactiva de ultima generacion
y que funciona online y en tiempo real, en que todo acuerdo ha de asentarse sobre la expresa
aceptacion explicita de todas las partes. Smartsettle es multivariante: ofrece un procedimiento

automatizado de ODR, negociacion, que puede ser decisorio y desatendido por humanos

21 ijCan Systems Inc. es el creador de Smartsettle, publicitado como “Unico sistema de negociacion electrénica
seguro del mundo que utiliza algoritmos de optimizacién patentados para lograr soluciones justas y eficientes
que realmente estan mas alla de Win-Win”. Puede visitarse su web: <https://www.smartsettle.com/>.
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(inteligencia artificial, para casos simples) y otro, que denomina facilitado, para casos mas
complejos y, en ambos casos, con eleccion de propuestas visibles o bien con aceptacion ciega.
Pone a disposicion, en dltimo término, un equipo de “facilitadores” certificados por Smartsettle
para ayudar con cualquier tipo de problema, con lo que el componente humano no desaparece
de forma completa y absoluta.

De similar corte es Modria, software originalmente desarrollado para ayudar a Ebay y PayPal
a resolver a través de ordenadores y computadoras unos 60 millones de reclamaciones anuales
de sus clientes sin necesidad de recurrir a un representante, y que hoy en dia constituye otra de
las ODR de referencia en disputas legales. Uno de los productos de Modria es un “motor de
equidad” que intenta la solucién sustantiva y financiera de disputas. Comienza con un “médulo
de diagnostico” que recopila informacion relevante. Un “médulo de negociacion” resume las
areas de acuerdo y desacuerdo y hace sugerencias para resolver el problema. Si los moédulos
anteriores no deparan un acuerdo, comienza un “moédulo de mediacién” con un tercero neutral,
y el paso final es el arbitraje, constituyendo, por tanto, una suerte de med-arb online. Segun las
referencias que ofrece Modria la “gran mayoria” de las reclamaciones se resuelven en los primeros
dos pasos sin que un humano se involucre, por tanto, en lo que podriamos concebir como una
i-negotiation (negociaciéon automatizada a través de inteligencia artificial).

Progreso a nivel de ODR, el que representan las creaciones expuestas, que siempre ha mane-
jarse desde el garantismo, y por tanto sin que se recorten o vulneren derechos fundamentales
del ciudadano, como puede ser del derecho de defensa o la tutela judicial efectiva, y la viabilidad
digital del usuario, ya que el empleo de estos no sea imposible para alguna de las partes.
Anal6gicamente, por tanto, si se utiliza una herramienta de IAL que impide a las partes comprender
sus funciones o controlar su transparencia o conocer su politica de proteccion de datos o
cualquiera otra cuestion que reduzca garantias o derechos inherentes a su condicion de parte y
litigante, esta devendria inapropiada, dejando también salvo, y de forma incondicional, el derecho

de los litigantes a objetar de su uso.

3. Virtualizacion de las soluciones extrajudiciales de litigios

Probablemente sin darnos cuenta, sin reparar en ello, ya tenemos desde la mas factible
posibilidad de llevar a cabo audiencias de arbitraje o mediacion de forma virtual®* hasta la propia
virtualizacion del elemento subjetivo que asume la funciéon decisora (i-arbitros) o mediadora
(i-mediadores) (en alusion a arbitros y mediadores cuya naturaleza es la de una inteligencia arti-

ficial) en sistemas extrajudiciales de resolucion de litigios en linea. Ebay (a través de SquareTrade)*

#2Paula FernANDEz Huertas, v Ignacio SantaBava Gonzarez, <La celebracion de audiencias virtuales en el
arbitraje: principales protocolos de actuacién emitidos por instituciones nacionales e internacionales», La Ley:
Mediacion y Arbitraje 8 (2021).

Z Puede ser visto en: <https://pages.ebay.com/services/buyandsell/disputeres.html>. Ethan KarsH; Janet,
RirkIN y Alan Garreny, «<E-Commerce, E-Disputes, and E-Dispute Resolution: In the Shadow of “eBay Law”»,
Obio State Journal on Dispute Resolution 15/3 (2000) 705-734.
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o Paypal** disponen ya, entre otras tecnoldgicas, de sistemas automatizados, sin intervencion
humana, para resolver controversias, de momento sencillas y fundamentalmente a través de
modelos de negociacion automatizada del estilo de los que se ofrecen en SmartSettle o Modria—
Son el anticipo de lo que esta por venir, fundamentalmente con el comercio electrénico interna-
cional como avanzadilla. Nos encontramos ante el dilema: ;humano o agente relacional (robot,
avatar o un software) como arbitro o mediador?

El progreso tecnologico ha alcanzado un punto en el cual se plantea sin ambages si la
inteligencia artificial puede emplearse con caracter general en el arbitraje y la mediaciéon® con
caracter asistencial, e incluso si pudiera llegar a reemplazar al ser humano en funciones complejas,
interpretativas y aplicativas de la norma legal, interactivas e interpersonales como las requeridas
para la resolucion, judicial o extrajudicial, de litigios®®. Tal es el avance en el campo de la
computacion y la tecnologia que ya se ha asentado la posibilidad de que los dispositivos de
inteligencia artificial pueden reemplazar, en nuestro caso a arbitros o mediadores humanos?,
incluso para que el usuario sienta una mayor “comodidad” pueden revestirse con la forma
externa de robots humanoides, avatares atractivos, etc., como agentes relacionales (con una
“cierta” presencia fisica) que crean el nivel de confianza requerido para que las partes no duden
en exponer sus argumentos para resolver la disputa, incluso los mas personales, ante la maquina.
E igualmente utilizables son aquellas IA que no revisten ese caracter de agente relacional, y por
tanto no detectable como presencia fisica, y se limitan a ser un “mero” software. Seguramente,
desde el punto de vista de confort y cercania, los usuarios prefieran modelos de IA, en arbitraje
y mediacién con funciones decisorias, de los calificados como agentes relacionales (robots,
avatares...) por cuanto percibiran de forma mas inmediata su interactuacion con humanos en
circunstancias, resolucion de una disputa, que tienen consecuencias significativas a nivel personal,
social, econémico. El grado de perfeccionamiento que puedan ir adquiriendo estos agentes
relaciones l6gicamente sera creciente.

Ahora bien, nos preguntamos: ¢hasta el punto de que, asemejandose fisicamente a humanos,
puedan actuar, pensar y razonar como nosotros? En mediacion, especialmente, donde la labor
psicologica del mediador es crucial: ;podran interactuar con las técnicas de mediaciéon que
implican escucha activa, movimientos, actuaciones o razonamientos como los de un mediador

humano??® La pista a seguir nos la ofrece, muy atinadamente, Barona Vilar cuando, dentro de la

2 puede ser visto en: <https://www.paypal.com/es/webapps/mpp/resolve-disputes-chargebacks>.

» Jorge Luis OrpeuiN Fonr, «El uso de la inteligencia artificial en la mediacion: squimera o realidad?», Revista
del Instituto de Ciencias Juridicas de Puebla 15/48 (2021) 357-382.

% Fernando MartiN Diz, <Modelos de aplicacion de Inteligencia Artificial en justicia: asistencial o predictiva
versus decisoria», in Silvia Barona ViLar, ed., Justicia algoritmica y neuroderecho, Valencia: Tirant lo Blanch,
2021, 65-84.

*’David Allen Larson, «Artificial Intelligence: Robots, Avatars, and the Demise of the Human Mediator,
Obio State Journal on Dispute Resolution 1 (2010) 105-163.

28 Como expone Larson (<Artificial Intelligence», 155), “Relational agents can contribute to dispute resolution
and problem-solving processes both by behaving intelligently and being intelligent. Their ability to connect with
humans by engaging, expressing emotion, collaborating, and creating social relationships can be quite valuable



84 Fernando Martin Diz

sociedad global que nos envuelve, una manifestacion de lo que vivimos es el camino orientado
“desde parametros de eficiencia que comportan cada vez mas una superacion del ser humano
por la maquina..., quiza en el futuro, la inteligencia artificial supere el pensamiento humano
critico, sus imperfecciones, y sea capaz de equilibrar eficiencia con derechos. De momento,
genera una cierta inquietud ese paso de la creacion de las maquinas con pensamiento humano
ala conformacion de los humanoides, a saber, de crear maquinas que creen su propio pensamiento
y, por ende, su capacidad sui generis de resolver”®

Es dificil hacer cabalas tanto materiales, como hemos planteado en el parrafo anterior, como
temporales, y lo hacemos en este instante, acerca de cuando se puede producir esta transiciéon
hacia el arbitro o mediador inteligente en detrimento del arbitro o mediador humano. Sin duda
creemos que antes de que se produzca un efecto similar respecto del juez® y en el ambito del
proceso judicial, por muchisimas de las connotaciones y formalidades que ello supone. Llevar a
cabo esta transicion en el ambito de los medios alternativos de resolucion de litigios puede ser
mas sencillo y manejable por tres argumentos de peso. Los dos primeros de estricto caracter
juridico: flexibilidad de las ODR y operatividad del principio de libre disposicion de las partes y
autonomia de la voluntad. El primero, como decimos, es la propia flexibilidad que presentan los
medios extrajudiciales de resolucion de litigios, y con ello, como hemos apuntado, la multiplicidad
de variantes que pueden acoger. Derivar el arbitraje o la mediaciéon a una IA con funciones
decisorias, seria una expresion mas de flexibilidad. En segundo lugar, y directamente relacionado
con el anterior argumento, la libre disposicion de las partes les habilita para elegir, igualmente,
qué tipo de decisor quieren: humano o de inteligencia artificial. Las partes en disputa son libres
de optar por una IA como decisor (arbitro) o facilitador (mediador) en su litigio. En definitiva,
es una expresion mas de lo que implica la voluntariedad como uno de los principios nucleares
de las ODR?.

to a dispute resolution or problem solving process. Before a mediation session begins, for instance, parties may
be anxious and unsettled. The chance to interact with an empathetic, conversational relational agent, infinitely
patient and willing to review and repeat without any loss of attentiveness, may prove especially helpful”.

2 Silvia BarONA VILAR, “Maximizacion de la eficiencia...”, 24.

0Véase, el interesante planteamiento de Tania SourpiN, Judge v Robot? Artificial Intelligence and Judicial
Decision-making», UNSW Law Journal 41/4 (2018) 1114-1133, especialmente 1122-1124. Puede consultarse el
trabajo de Juan Luis, GoMmez CoLoMER, <Unas reflexiones sobre el llamado juez robot: al hilo del principio de la
independencia judicial», in Silvia Barona ViiAr, ed., Justicia algoritmica y neuroderecho: una mirada
multidisciplinar, Valencia: Tirant lo Blanch, 2021, 243-263.

3 E]l National Center for Technology and Dispute Resolution (EE.UU), en su documento Ethics and ODR:
ethical principles for Online Dispute Resolution, accesible en la web: http://odr.info/ethics-and-odr, eleva esta
circunstancia a la categoria de principio “ético” informador de la mediacion electronica, determinando al
respecto que: “In the development and implementation of ODR systems and processes active effort is made
to ensure explicit disclosure to participants of all information about risks and benefits of the process, the
competency of participants to evaluate the information about participation in the process, and understanding
by participants of the information. whenever possible, the voluntary acceptance by the participants of the risks
of participating; whenever voluntary consent is not possible due to the mandatory nature of participation than
that is made transparent”.
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Obviamente, por tanto, nada impide ni prohibe, ni la legislacién nacional o internacional
aplicable en la actualidad, la designacion de un arbitro o mediador inteligente, aunque habitual-
mente la referencia se entienda a un arbitro o mediador humano. Es plausible un convenio
arbitral®®* o una clausula compromisoria para acceder a mediaciéon que disponga tanto que la
modalidad de ambos sea electronica como que asuma la funcién decisoria una herramienta de
TA. Ni la regulacion legal ni la concepcion ni la naturaleza de lo que supone un convenio arbitral
o una clausula compromisoria de mediacion exigen, con la legislacion en la mano, que el arbitro
o el mediador sea un ser humano.

Queda pendiente un tercer argumento, no estrictamente juridico y si sociologico y cultural,
del que nos avisa, muy acertadamente, Larson (2010)**, como es la introduccion de las tecnologias
en nuestra vida diaria y la dependencia que nos estin creando, especialmente en las nuevas
generaciones, que son nativas digitales. Lo expresa magnificamente en el siguiente desiderato:
“Obviously, the demise of the human mediator is not imminent. But artificial intelligence devices
and programs are being integrated into our daily lives at an increasing rate, often in ways that
are not immediately apparent. It is unrealistic to believe that the ADR world somehow will avoid
this evolution. There is a generation quickly moving to adulthood that spends significant time
interacting with avatars in cyberspace. They rely on technology assisted communication for their
most intimate conversations and look to the Internet to find answers to their most pressing
questions. They will search for, and will not hesitate to use, artificial intelligence devices to assist
them in dispute resolution and problem solving. They are able to interact with avatars, robots,
and other forms of relational agents easily and will expect and demand dispute resolvers and

problem solvers to be similarly prepared”.

3.1. La figura del arbitro o mediador virtual y su posible responsabilidad civil

En este avanzado y futurista panorama, dando por hecho el advenimiento de i-arbitros* e

i-mediadores®, entendidos, insisto, como inteligencias artificiales que asumen la funcién decisoria

2 En este sentido es muy clarificador WricHT NELSON, en su trabajo “Machine Arbitration and Machine
Arbitrators”, publicado en el blog YoungICCA, <http://www.youngicca-blog.com/machine-arbitration-and-
machine-arbitrators/>, ofreciendo la redaccién de una clausula inserta en un convenio arbitral en que las
partes designan como arbitro a una IA, en los siguientes términos: The sole arbitrator shall be version 3.2 of
the machine arbitrator program “DecisionMakerPlus”, as released by Dyno Corporation on 31 August 2022.
All references to the “arbitrator” in the UNCITRAL Arbitration Rules shall be considered as references to the
machine arbitrator program stated in this Clause of this contract”.

3 David Allen Larson, <Artificial Intelligence», 162-163.

3 Puede apuntarse la referencia de Adjusted Winner, herramienta de inteligencia artificial que, a través de
un algoritmo de corte arbitral, ha sido disenada para repartir y dividir bienes entre dos partes de la manera
mas equitativa posible (http://www.nyu.edu/projects/adjustedwinner/).

% También, recientemente, ha desarrollado tecnologia en este sentido la empresa de negociacion electronica
iCan System quien se ha convertido en la primera compania en resolver un contencioso en un tribunal
(en Inglaterra) utilizando un robot como mediador para un caso muy concreto en el que el acuerdo es monetario

en relacion con una disputa sobre los honorarios impagados por un curso de asesoramiento y que habia
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o facilitadora, también se nos plantean incertidumbres puramente juridicas, dejando a un lado
el componente psicologico y tecnolégico que hemos valorado anteriormente.

Comenzamos por la que consideramos de mayor enjundia y absolutamente primordial: el
control por humano. La IA, y por supuesto las de caracter legal (IAL), es creada por un humano,
no nace espontineamente. Informaticos e ingenieros en computacion disenan el software v,
de ser necesario, lo implementan posteriormente como agente relacional, ya sea robot o avatar.
Pero siempre desde la invencion y el diseio humano, sin perjuicio de que posteriormente,
y debido a ese diseno, la propia IA se retroalimente a través de los resultados de su funcionamiento
y pueda ir adquiriendo aprendizaje propio (machine learning). No puede quedar ahi, en el
momento inicial de creaciéon y disefo, el control por humano. Tan importante como lo es al
inicio de la invencion de una IA, lo es en su mantenimiento y auditoria. Ha de controlarse también
que funciona adecuadamente, que respeta los principios éticos fundamentales en su funciona-
miento, que no lesiona, en nuestro caso, derechos fundamentales de los usuarios y que, llegado
el caso, corresponde asumir, a su creador o a quien tenga la licencia de uso, la responsabilidad
por danos y perjuicios frente a los usuarios.

Un i-arbitro o un i-mediador que, por fallos en su disefio o funcionamiento, cause un perjuicio
(material, econémico o moral) a un usuario en la resolucion del litigio, genera una responsabilidad
civil’®, entendemos que contractual ya que existira algin tipo de nexo juridico relacional entre
quienes acuden al i-arbitraje o la i-mediacion y la IAL (sus duenos, propietarios o licenciatarios
de uso). Acceder al empleo de una IAL requerira formalizar, en via electrénica, un contrato,
con su clausulado y condiciones, previo consentimiento informado, de uso y utilizaciéon con esta
finalidad de esa herramienta tecnolégica. Recordamos que, en un apartado precedente, ya aludia-
mos a la asignacion de responsabilidad civil derivada del empleo de una IAL en funciones

asistenciales y tomando como referencia la proyeccion prelegislativa’” del Libro Blanco sobre

estado judicializada durante tres meses, tras una mediacion telefonica fallida. En este caso, y a través de
SmartSettle One, las partes solucionaron la controversia en una hora desde el primer uso de la herramienta.
Su creador, Graham Ross subraya que “estas herramientas son un gran ejemplo de cémo las ODR debe
considerarse no como una amenaza para el trabajo de los mediadores, sino como una gran oportunidad
para mejorar el servicio que brindan”. Las partes usaron para ello un sistema de ofertas y contraofertas que se
identifican con banderas de colores verde y amarillo. Usando algoritmos, el robot aprende las tacticas de las
ofertas de las partes y las ayuda a lograr un acuerdo sin revelar sus propuestas secretas. Esto lo hace el sistema
para evitarles a las partes enviar una propuesta que no va a ser aceptada por la otra.

Puede consultarse, en relacién con esta cuestion: <https://www.diariodemediacion.es/inteligencia-artificial-
util-en-una-mediacon/>.

% Véase Francisca RaMON FERNANDEZ, <Robética, inteligencia artificial y seguridad: ;como encajar la responsa-
bilidad civil?», La Ley 9365 (2019); y Maria del Carmen NUREz ZorriLLA, <Los nuevos retos de la UE en la regula-
cion de la responsabilidad civil por los dafios causados por la inteligencia artificial», Revista Espariola de
Derecho Europeo 66 (2018).

% De hecho, recientemente, el Comité de Asuntos Juridicos del Parlamento Europeo ha propuesto a la
Comisioén que se elaboren normas sobre responsabilidad derivada del uso de sistemas inteligentes mediante
un Reglamento que actualice la normativa sobre productos defectuosos para aplicarla a esta particular
realidad y desde principios y criterios propios y adaptados a su singularidad. Véase Recommendations to the
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Inteligencia Artificial de febrero de 2020 de la Unién Europea plasmada finalmente en la reciente
propuesta de la Comision Europea de una norma legal comunitaria de Regulacion de la
Inteligencia Artificial’®. Pues bien, ajustando ahora esas preliminares referencias al supuesto en
que la TAL asume una funcién decisora y ejercer como negociadora, arbitro o mediadora en el
procedimiento de ODR. El caballo de batalla se sitiia, entre otros aspectos, en la inaccesibilidad,
u opacidad®, que entrafia una IAL a efectos de identificar quien controla el sistema en el momento
en que éste actia y causa el dano. Piénsese, en funciones decisorias de un i-arbitro o un
i-mediador en que resuelve de forma discriminatoria por un cédigo algoritmico sesgado que
puede haberse configurado en su origen o que puede deberse a su retroalimentacién (aprendizaje
automatico) tras ir resolviendo casos y asuntos con anterioridad.

La Union Europea trabaja denodadamente para establecer bases de responsabilidad civil
respecto a los danos derivados del uso de una herramienta de IA sobre dos principios funda-
mentales: justa compensacion de danos y asimilacién. En relacion con el segundo principio,
el planteamiento se asienta desde el razonamiento en que el dafio causado por un sistema de TA
es equiparable, y con ello el nivel de proteccion y responsabilidad derivado del mismo, al inferido
por otro sistema o dispositivo convencional (no inteligente), superando el antiguo debate en que
se valoraba la opcion de atribuir responsabilidad directa a una IA al considerar que podria tener
personalidad propia, con la configuracion de un tertium genus a sumar a la personalidad fisica
o juridica, denominada personalidad electrénica®. Asi las cosas, ademas en nuestro caso, una IAL
integrada en funciones decisorias en una ODR* debe ofrecer, a nivel de responsabilidad civil,
el mismo nivel de proteccion y exigencia por danos para el ciudadano (usuario) con indepen-
dencia de si es una IA fisica (agente relacional: robot o avatar) o virtualizada (software), y en
idéntica magnitud que si el causante fuese un humano.

El abanico de danos a los cuales puede responder la IA decisoria en ODR puede ser amplisimo
si consideramos el rango de asuntos que se pueden someter a la misma, al menos en abstracto.

Pueden ser danos a la vida, la integridad fisica, la salud, la propiedad, los bienes, exceptuando

Commission on a Civil liability regime for artificial intelligence (ref: 2020/2014(INL)), puede consultarse,
la version en castellano, en: <https://www.europarl.europa.eu/doceo/document/JURI-PR-650556_ES.pdf>.

3 European Commission, “Proposal for a Regulation of the European Parliament and of the Council Laying
Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union
Legislative Acts, COM/2021/206 final”, EUR-Lex, April 21, 2021, <https://eur-lex.europa.eu/legal-content/EN/
TXT/?uri=CELEX%3A52021PC0206>. Véase el trabajo de Montserrat De Hovos Sancho, <El Proyecto de Reglamen-
to de la Unién Europea sobre inteligencia artificial, los sistemas de alto riesgo y la creacién de un ecosistema
de confianza», in Silvia BaroNa ViLar, ed., Justicia poliédrica en periodo de mudanza: nuevos conceptos, nuevos
instrumentos y nueva intensidad, Valencia: Tirant lo Blanch, 2022, 403-422.

% Conocida en la terminologia como black box, entendida, de forma muy sencilla y llana, como el cerebro
o nucleo de la maquina inteligente y que contiene su programacion y algoritmos de funcionamiento.

40 Puede consultarse sobre la materia el trabajo de Moisés Barrio ANDRES, “Hacia una personalidad electrénica
para los robots”, Revista de Derecho Privado 102/3-4 (2018) 89-107.

1 Ana MonTesiNOs GaArcia, dnteligencia artificial y ODR», in Silvia BaronNA ViLAR, ed., Justicia algoritmica y
neuroderecho: una mirada multidisciplinar, Valencia: Tirant lo Blanch, 2021, 507-531.
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expresamente el dafio moral*?, que se asumirian de forma conjunta y solidaria entre los implemen-
tadores de la utilizacion de esa herramienta de IA (creador, disenador, comercializador, etc.)
hacia el usuario. Acota, con buen criterio, la propuesta del Parlamento Europeo para regular un
régimen de responsabilidad civil derivada del uso de sistemas de IA, el caso de los dafos
irrogados en derechos personales y otros intereses importantes protegidos por ley especifica,
como puede ser la proteccion de determinados datos personales o en proteccion al consumidor,
a la normativa singular, como puede ser el RGPD, en un caso, o las previsiones en el ambito de
la plataforma europea de resolucion extrajudicial de litigios on line, en el segundo supuesto.
Dentro de la diferenciacion que se establece a la hora de determinar el concreto sistema de
responsabilidad civil (objetiva o culposa) en funcién de si se trata de sistemas de IA de alto
riesgo o no, que desarrolla la Propuesta de recomendacion del Parlamento europeo, consideramos
que el caso analizado encaja mas en la segunda opcion, en un sistema de exigencia de responsa-
bilidad basado en la culpa, que ademas admitira prueba en contrario, al ser el sistema activado,
desplegado o empleado sin la diligencia exigible en su configuracion (productor), mantenimiento
(institucion publica o persona juridico privada que ofrece dicha herramienta) o utilizacion (aquel
usuario que como parte en litigio maneja la herramienta de TA mediante un funcionamiento

lesivo o negligente® frente a los demds usuarios y el posible resultado final).

3.2. Automatizacion y funciones decisorias en la solucion extrajudicial de litigios:
complejidad y opciones

La automatizacion completa y total de una negociacion, un arbitraje o una mediacion electro-
nica, no esta exenta de objeciones de trascendencia y de la concurrencia de problemas tangibles.
Mas aun, cuando un desarrollo tecnolégico tan vertiginoso como el que estamos observando a
todos los niveles, nos conducira a medio y largo plazo ante posibilidades y realidades quiza
inimaginables a dia de hoy. La figura del arbitro o el mediador artificial y automatizado, asumiendo
idéntica funcion y atribuciones que el humano, puede superar a este desde parametros de eficien-
cia, “presunta” infalibilidad sostenida sobre su arquitectura informatica y objetividad, menor
coste y mayor rapidez temporal.

Manifiestamente un agente relacional o un software no va a alcanzar, posiblemente nunca, un
nivel de percepcion, interpretacion, comprension, prediccion y empatia con las emociones y
explicaciones de un humano como el que puede tener un arbitro o mediador, siendo en esta

segunda opcion, la mediacion donde ademas estas circunstancias son condicionantes para la

2 Art. 3.f) Proyecto de Informe, citado anteriormente, con recomendaciones sobre un régimen de responsa-
bilidad civil en materia de inteligencia artificial (ref: 2020/2014(INL)) en su definiciéon sobre “dafio o perjuicio”
a estos efectos.

% Pudiendo darse en este caso, como contempla el art. 10 de la propuesta prelegislativa del Parlamento
europeo que analizamos, una situacién de negligencia concurrente entre la IA y el usuario que provocaria un
reparto de responsabilidad con la consiguiente reduccion proporcional en la exigencia de responsabilidad
civil en relacién con la actividad de la IA.
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propia labor de conduccion del procedimiento. Si ademas nos movemos en un entorno completa-
mente virtual o electronico en que ni siquiera ha interrelacion directa con las partes, puesto que
se relacionan con la IA a través de medios tecnologicos, las dificultades son atiin mayores —como
lo serian, de suyo, con un humano-.

La pirateria informatica esuna amenaza que se cierne irremediablemente sobre la automatizacion
inteligente en las ODR. El hackeo puede encontrar una pieza valiosa en el acceso a datos,
personales, profesionales, econémicos o empresariales, que se manejen en el entorno del asunto
gestionado por una IA, pese a los resguardos de confidencialidad que han de gobernar el
procedimiento y las ineludibles medidas de proteccién de datos personales y seguridad en la red
que han de adoptarse tanto por el proveedor del servicio de IA aplicada a una ODR como por
las partes en condicion de usuarias.

Otra cuestion espinosa es la relativa a la catalogacion legal, a efectos de personalidad juridica,
de la TA que interviene como i-arbitro o i-mediador. Ante la laguna legal actual, es muy dificil
posicionarse para determinar si una inteligencia artificial autbnoma goza de personalidad juridica
propia y autébnoma o, en todo caso, mantiene una vinculaciéon a nivel legal con su creador o
propietario de su licencia. Requiere de un debate profundo y un analisis extenso que no acome-
temos de momento y en este trabajo y sobre el cual hemos dejado ya algin apunte previamente.
Aun asi es, incuestionablemente, otro de los problemas que requieren de un posicionamiento
legal y de una solucién internacional para evitar que una disparidad de criterios genere
disfuncionalidades en un ambito, de por si universal y sin barreras geograficas como es el de las
ODR en que las partes pueden estar ubicadas o domiciliadas en lugares muy distantes y en
paises con regulaciones legales muy dispares y la IA utilizada puede estar radicada o localizada
en otro pais.

Podriamos hacer alusion asimismo a otros problemas, no estrictamente juridicos, que pueden
afectar el empleo de inteligencias artificiales como negociadores, arbitros o mediadores y que
sintetizamos seguidamente:

a) fallos mecanicos o tecnologicos, en aquellas situaciones en que el agente relacional (robot
o avatar) o el software empleado pueda tener una incidencia de caracter técnico que le impida
desarrollar correctamente sus funciones. La IA no se ha demostrado infalible, inatacable o inde-
fectible por muy perfectas que puedan parecer. Un simple fallo en la conexion a internet que
nos ubica e interrelaciona con ella puede dar al traste el procedimiento de resolucion extrajudicial
del litigio. Puede ocurrir que incluso la programacion o calibracion de la maquina para asumir
su funcién decisoria como arbitro o mediador no esté ajustada o afinada a sus funciones y
encomienda y por tanto no sea apropiada.

b) falta de comodidad de los usuarios, pese a haber firmado un mas que conveniente consenti-
miento informado puede ocurrir que en el transcurso del procedimiento de ODR con IA decisoria
no tengan una sensacion de confortabilidad que les permita desempenarse (tanto a las partes
como a sus abogados) en plenitud.

¢) exceso de confianza en la eficacia de la IA, supuesto que puede acontecer cuando la estra-

tegia de las partes en el litigio toma como punto de partida los resultados historicos y antecedentes



90 Fernando Martin Diz

de la IAL utilizada, que puede haber deparado resultados muy positivos en casos anteriores,
incluso con tasas de satisfaccion cercanas al 100%, pero que no garantizan un resultado 6ptimo
para cada concreta disputa. Los parametros de partida de los usuarios (partes en el litigio) se
ajustan a un plan “casi perfecto” que puede no funcionar en su asunto. Resultados y experiencias
anteriores no garantizan un €xito posterior.

d) carencia de adaptacion de la IA a la realidad de cada asunto, en conexion con la circunstancia
anterior, hay que llamar la atencién sobre la importancia del ajuste y adaptacion continia de una
TIAL que asume estas funciones, no solo desde el aprendizaje que la propia IA pueda ir consoli-
dando gracias a su configuracion, sino también con la adaptacién y alimentaciéon externa y por
humano ante cambios normativos (reformas legales en derecho material aplicable a los asuntos
a resolver), cambios sociales, econémicos, e incluso tecnologicos.

e) inversion y perfeccionamiento de la IA, factor que nuevamente enlaza con el anterior y que
implica que una IAL no es algo estatico sino dinimico y en constante crecimiento y desarrollo y
esto significa, también, inversiéon e innovacion para mantener los servidores que alojan a esta
herramienta (o a los equipos fisicos que corporeizan a un robot), técnicos e ingenieros que
perfeccionan el disefio y sus algoritmos para ampliar y mejorar las capacidades basicas de la
maquina y conexiones de internet cada vez mas potentes y con mas demanda de banda y
espacio en la nube para su funcionamiento. Todo esto, evidentemente, requiere de un desembolso
econémico que indirectamente sufragara, de una u otra manera, el usuario, con lo que el coste

de utilizacion de una IAL en estas funciones decisorias se incrementara.

3.3. Virtualizacion de arbitros y mediadores

Todo lo anteriormente expuesto nos lleva a concluir fijando una postura personal en relacién
con la posibilidad de que los arbitros o mediadores humanos puedan ser reemplazados totalmente,
en procedimientos online, por inteligencias artificiales legales (IALs). La respuesta es que no
deberian, al menos de momento. Predicciones a mas largo plazo son muy aventuradas en un
mundo tan cambiante y en el cual los datos son el petréleo del siglo XXI y las IA la panacea
tecnologica que se extiende como una mancha de aceite a todos los sectores y situaciones vitales.
Alajusticia: en version judicial o extrajudicial, o en version presencial o en linea, también. Planteado
nuestro rechazo actual a este reemplazo, l6gicamente hay que argumentarlo con razones y moti-
vacion suficiente y coherente.

Comparto para ello los alegatos que al efecto ha expuesto Sim (2018)* a los que se anaden
algunas reflexiones de nuevo cuno por nuestra parte, a saber:

a) Las limitaciones propias de una IA en el ambito legal, mas y de mayor complejidad de las

que parecen a simple vista y en otros campos a los cuales se han aplicado soluciones de esta

4 Christine Sim, <Will Artificial Intelligence Take Over Arbitration?», Asian International Arbitration Journal,
n° 1 (2018), [em linha], [consult. 12 Jun. 2023]. Disponivel em: <https://www.academia.edu/36646259/Will_
Artificial_Intelligence_Take_Over_Arbitrators_2018_forthcoming_Asian_Journal_of_International_Arbitration>.
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naturaleza como la medicina o la ensefianza. En el caso del arbitro o del mediador, una parte
importantisima de su funcion no se traslada al laudo o al acuerdo (como es la propia deliberacion
interna del arbitro o la elecciéon de técnicas y conduccion del procedimiento del mediador),
y por mucho que se alimente una IA sobre precedentes en arbitraje y mediacion (laudos y
acuerdos) con ello no se llegara al elemento mas interno y subjetivo de sus funciones. No solo
son los datos, sino como se llega a ese dato, el proceso interno, y humano, que conduce a
decidir (arbitraje) o asistir (mediacion) en un sentido o en otro en relaciéon con el asunto.
El componente subjetivo que esta detras de la labor del arbitro —decidiendo- o del mediador -
asistiendo o facilitando- es casi imposible de trasladar a una IA, ain incluso, asi se nos antoja,
cuando arbitros o mediadores participen activamente junto a ingenieros informaticos en el disefio
de la IA.

b) El inaceptable, de momento, riesgo del sesgo o imparcialidad inesperada en relaciéon con
prejuicios que pueda tener la IA fruto de su disefio, programacion o aprendizaje, y que ya ha
sido advertido en paragrafos anteriores y que puede ser no controlable como consecuencia de
la falta de control en la incorporacion de datos a la maquina, de su aprendizaje automatico
respecto a casos anteriores y pasados. Ciertamente ain son incipientes elementos correctores
como los denominados “programas de verificacion de diversidad” que comprueban el correcto
calibrado de una IA para que esta no cree tendencias sesgadas, discriminatorias, desproporcionadas
en relacion con los datos reales y objetivos, partiendo para ello del manejo de grandes conjuntos
de datos previamente aplicados para evaluar la diversidad de sesgos en las organizaciones,
para corregir los sesgos y refinar la IA. Solo podria ponerse remedio, si todos los aspectos del
programa de la computadora y los algoritmos empleados han sido previamente estudiados con
rigor por los usuarios (partes en el litigio) antes de someter la disputa a esta herramienta, lo cual
dilataria el procedimiento y aumentaria el coste al tener que recurrir a expertos informaticos y
juridicos que lo verificaran.

¢) Dificultades insalvables, actualmente, para asegurar el necesario engarce entre flexibilidad
procedimental y garantismo en relacion con principios y derechos fundamentales de las partes
en el litigio, como el derecho al debido proceso arbitral o el derecho de audiencia a las partes.
Como apunta SIM “presumiblemente, la TA podria programarse para dar tiempo igual a ambas
partes durante una audiencia, rechazar comunicaciones o documentaciéon que exceda el nimero
de paginas acordadas, alertar a las partes de su oportunidad para alegar sobre la prueba o calcular
retrasos en el cronograma procedimental. Pero ;seria efectiva una IA para identificar y gestionar
las tacticas de defensa?” La flexibilidad ofrecida por un arbitro (o mediador) humano, es apreciada
por las partes cuando someten a estos sus disputas. Sin esa flexibilidad, para modificar
adecuadamente los procedimientos garantizando en todo caso los derechos fundamentales que
tienen como parte, la supuesta “rentabilidad” de un i-arbitro o i-mediador podria convertirse en
un mito.

d) Confianza en el “factor humano” e igualdad entre humanos, naturalmente insustituible al
ser subjetivo y propio de personas, en cuanto argumenta y motiva sus decisiones entre iguales.

Pese al caracter reservado o secreto de las propias deliberaciones de los arbitros o de las decisio-
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nes del mediador para conducir el procedimiento, de una u otra manera (motivaciéon del laudo,
por ejemplo) las partes tienen conocimiento directo del factor humano que le ha llevado a tomar
determinadas decisiones en el asunto, frente al secreto del algoritmo de una IA (la denominada
caja negra o black box) que mantiene a ultranza su creador bajo el halo de la proteccion de los
derechos de propiedad industrial o la patente de la misma. Ironicamente, por tanto, pese al
avance que pueda suponer conferir el arbitraje o la mediacion a una IA por su aparente
objetividad, luego revierte imposible, practicamente, llegar a saber como fundamento6 su decision
en el asunto. La TA en este caso ostentaria, paraddjicamente, una posicion de superioridad e
inaccesibilidad frente a quienes la eligieron para resolver su conflicto, cuando uno de los paradigmas
de la aceptacion subjetiva de la resolucion de conflictos por, o con, un tercero imparcial es la
igualdad. O, en palabras de la citada SIM, “el juicio de un préjimo se basa en el reconocimiento
universal de la igualdad entre personas”. Prosigue justificando la autora, posicion que asumimos,
que “laaceptacion cultural de los jueces humanos suaviza el cumplimiento futuro y el cumplimiento
de la decision”. En esta etapa, es probable que haya mas satisfaccion emocional al tener a una
persona respetada que juzgue (o asista) sobre una disputa que una IAL asumiendo dichas
funciones. Sin embargo, esta posicion y objecion no es eterna ni estatica, sino que puede cambiar,
a medida que los humanos confien mas en la IA que en otros humanos.

e) Legitimidad en el razonamiento informatico y auténomo de la IA por cuanto apenas existen
sistemas preparados para motivar sus decisiones en el ambito juridico, requisito, por ejemplo,
absolutamente imprescindible en el laudo arbitral. Hay al menos cuatro formas en que la TA
podria “razonar”: division de activos aritméticos, de acuerdo con un “arbol de decisiones” basado
en reglas de entrada, encontrar y seguir el caso mas “parecido o cercano” con los hechos objeto
de litigio y de manera similar al precedente de derecho comun, o la mineria de datos bruta.
Al desarrollar una IA, los programadores tendrian que idear el método mas eficaz de razonamiento,
o una combinacion de métodos. Para garantizar el derecho de defensa y al debido proceso, se
deberia informar previamente a las partes la forma de razonamiento empleada, circunstancia
que a buen seguro implicara, como ya hemos advertido en otras situaciones previas, un proceso
previo por las partes y sus asistentes para analizar el método y su idoneidad. Mas se puede
agravar la cuestion si la disputa se dirime en un arbitraje de equidad en que los argumentos aun

pueden ser mas etéreos y menos controlables que en un arbitraje de derecho.

3.4. Hibridacion como tercera via para la aplicacion de inteligencia artificial decisoria
en solucion extrajudicial de litigios

El planteamiento disruptivo con el que concluyo este apartado y el trabajo toma el punto
medio, lo “mejor” de los dos mundos, humano vy artificial, para valorar una hipotética tercera via:
la del modelo mixto. Una hibridacion entre humanos e inteligencia artificial a la hora de configu-
rar el 6rgano decisor en el arbitraje, y, por tanto, un tribunal arbitral mixto formado por humanos
y agentes relacionales o software, siempre bajo control y supremacia del integrante humano,

o bien, una comediacion en la que intervienen humano e IA en tal funcion.
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Velasco y Ortega (2020) han acufiado® la grafica expresion “juez centauro” para referirse a
esta misma situacion en el terreno procesal jurisdiccional, consistente en la hibridacion de un
juez humano con una inteligencia artificial en funciones asistenciales o semidecisorias, tomando
para ello el antecedente de Deep Blue que dio nombre al término empresarial de centauros y que
en una actualizacion a nuestro dias, de la mitologica figura de la mezcla entre hombre y caballo,
se transfigura ahora en hibrido de hombre y maquina. Desde esta imagen, podemos igualmente
entonces, aludir al “arbitro centauro” o al “mediador centauro”, refiriéndonos a la situacion en
que hay una hibridacion en las funciones arbitrales o mediadoras entre humano e IA.

Legalmente, una vez mas, no hay obstaculo ni prevision. Técnicamente también es posible que
un procedimiento de ODR sea resuelto en tribunal hibrido de arbitraje o comediado por humanos
e inteligencias artificiales actuando conjuntamente, previa definicion de sus atribuciones y respon-
sabilidades, por ejemplo, en la deliberacién del laudo, su acuerdo si hay discrepancias o en el
reparto de funciones en la mediacion. El juego, también de nuevo, del principio de autonomia de
la voluntad de las partes al perfilar el convenio arbitral o la clausula compromisoria de mediacion,
permite sin restriccion, siempre que se trate de litigios sobre derechos disponibles, que establezcan
esta posibilidad mixta. Incluso, como anticipa SIM*, un convenio arbitral que recoja esta posibi-
lidad “podria ser técnicamente reconocido bajo la definicion del art. 7 de la Ley Modelo de
Arbitraje Comercial Internacional de la CNUDMI y los laudos resultantes podrian ser ejecutables
bajo las previsiones legales de la Convencion de Nueva York”. Ni en una ni en otra norma, ni en
la normativa nacional, se especifica expresamente que los arbitros, en este caso, pero en igual
sentido es predicable de los mediadores, deban ser exclusivamente humanos. Bien es cierto que
la Convencion de Nueva York es de 1958, cuando ni remotamente se concebia la posibilidad de
utilizar TA y de designar una IA como arbitro. El resquicio interpretativo es viable desde el
momento en que la propia Convencion, en su art. II (2)¥, contempla claramente que el tribunal
puede ser una entidad corporativa o legal, en lugar de una persona o personas. Anal6égicamente
entendemos la perfecta verosimilitud de que una “entidad”, artificial en este caso, pueda asimilarse
y adaptarse a la prevision originaria que permite la atribucion de la funcién arbitral a otra
“entidad”, no humana ni corpérea, como es una corporacion o institucion, detras de la cual hay
humanos, al igual que en la IA, desde el momento en que su creacion, diseno y funcionamiento
depende de un humano que la concibe y controla.

Lanzamos entonces el reto, a nuestro legislador e incluso a nivel universal desde las Leyes
Modelo que elabora CNUDMI, de dar un paso legal y tecnolégico firme y avanzado en el cual se
contemple la incorporacion de la IA en funciones decisorias o mediadoras en la normativa,

por ejemplo, si no se opta atn por el modelo de i-arbitro o i-mediador en solitario y Ginico, en un

% Articulo de Opinion, Expansion Juridico, 17 de marzo de 2020, 11.

4 Christine Siv, “Will Artificial Intelligence...”, 3.

47 Art. 11(2) en que se prevé que el término laudo arbitral incluira no solo los laudos dictados por arbitros
designados para cada asunto sino también aquellos provenientes de corporaciones permanentes a los cuales
se hayan sometido las partes.
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modelo hibrido mixto, determinando que el tribunal arbitral pueda integrarse por personas
humanas y por inteligencias artificiales o una comediaciéon que aune humano y maquina.

Somos conscientes que ello requerira perfilar claramente la posicion y atribuciones de cada
uno de ellos y las vias de salida en caso de conflicto entre lo que el humano proponga y la IA
presente en el procedimiento de ODR. Estos desequilibrios o interferencias deben afrontarse
legalmente antes de implementar una solucion de este calado. Asi deberia mantenerse, en nuestra
opinion, el nimero impar de intervinientes (tanto en el tribunal arbitral como en la comediacién)
con una representacion superior de humanos. Razonablemente solo se interpelara a la utilizacion
de una tunica IA con lo que deberia haber, al menos, dos humanos. No significara que se ignore
a la TA, pero si que con ello se cumple la exigencia fundamental de “control por humano”, en
este caso en la elaboracién y pronunciamiento del laudo o en las sesiones y situaciones del
procedimiento de mediacion.

Al menos actualmente, parece complicado concebir, y aceptar, que la presidencia del tribunal
arbitral la pueda asumir la IA, y con ello, llegador el caso: simplicaria que haya de ser programada
de forma diferente al asumir ese concreto protagonismo? Otra duda emergente se nos plantea
en los casos en que en un tribunal arbitral compuesto entre dos humanos y una IA, el desacuerdo
se produce entre los arbitros humanos (piénsese en idéntica situacién en caso de comediacion):
¢la TA romperia el “punto muerto”? ;Y si la mayoria de los miembros del tribunal o la comediacién
fuesen IA frente a humanos?, supuesto que de entrada hemos descartado y no recomendamos,
pero que pudiera producirse. En este ultimo supuesto, por ejemplo: con dos IA en funciones
arbitrales o comediadoras y un humano como presidente, ¢el laudo sera emitido y firmado por
el arbitro humano o certificado por todos?, ;se admitiria un laudo dictado por mayoria de dos IA
frente a un humano? ;déonde quedaria entonces el principio “control por humanos del uso de
una IA”? ;estamos dispuestos a ceder todo ese terreno a una maquina?, ;qué sucede si el arbitro
humano no esta de acuerdo con ambas IA?

Una parte de las respuestas a todas las anteriores interrogantes podra ofrecerla la ley.
Seguramente debera hacerlo a no mucho tardar. Pero otra parte queda en manos de los propios
ciudadanos, como usuarios de sistemas de ODR, a los que acceden libre y conscientemente,
y como usuarios, en su caso, de herramientas de IA, a las que también consienten, optando con
ello por nuevas vias de obtencion de justicia®®. En el ambito de la resolucion extrajudicial de
litigios, las partes gozan del derecho a elegir voluntariamente este foro como forma de hacer
Justicia al igual que gozan de la facultad de designar a sus arbitros o mediadores, incluso aunque
sean A, y este nombramiento y designacion es la legitimidad propia que confieren entonces,
y con todas las consecuencias, a los posibles resultados que de implementar una ODR y una IA
se lleguen a producir.

En conclusion, y volviendo al origen de la cuestion que nos ocupa. Estas cuestiones, y otras

fundamentales, subyacen mas que a un verdadero planteamiento juridico, que también, a un

48 Darin THomPSON, «Creating New Pathways to Justice Using Simple Artificial Intelligence and Online Dispute
Resolution», International Journal of Online Dispute Resolution 1-2 (2015) 4-59.
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planteamiento mas profundo como es el del valor humano frente al valor de la maquina, por muy
tecnolégicamente perfecta y avanzada que sea. Hasta donde estamos dispuestos a ponderar uno

y otro en situaciones tan importantes como son para cada ciudadano la resolucion de sus litigios.

4. Bases del modelo tecnoldgico de soluciéon extrajudicial de litigios

La expansion de la tecnologia en los ultimos lustros ha sido la espoleta que ha hecho eclosionar
al fenémeno de las ODR, y con ello de la negociacion, el arbitraje y la mediacion electronica en
particular. La inexistencia de barreras fisicas y temporales permite una resolucion de disputas
mas veloz y a menor coste, condiciones muy valoradas por el ciudadano al acceder a sistemas
extrajudiciales de resolucion de litigios 6ptimos y de calidad. Y el propio crecimiento tecnolégico
nos aboca a una sociedad homogénea y entre “iguales” con la evolucion que supone la inteligencia
artificial. ODR e IA son realidades condenadas a entenderse y a funcionar asociadas.

Se objetara, y con argumentos, que un i-arbitro o un i-mediador (sea un robot, un avatar o un
software que actda a través de un ordenador o dispositivo tecnolégico inteligente) no tiene
sentimientos, empatia, cercania, calidez o una nocién de justicia hasta subjetiva mas alla de sus
datos almacenados, los precedentes, su algoritmo de funcionamiento y su interfaz para interactuar
con el usuario y que ofreceran, como resultado, una asistencia o una decisién en una ODR muy
objetivizada, pero carente de alma e incluso sin descartar que llegue a ser injusta. Resolver disputas
no es algo sencillo, y reconducir una ODR a un simple algoritmo no es una reduccioén aceptable
a dia de hoy, mas cuando desde la configuracion de la propia IAL que pueda interactuar y asumir
funciones, de tipo que sean, en arbitraje o mediacion electronica esta presente la intervencion
humana. Siempre habra, por tanto, presencia y control humano.

El humanismo y la tecnologia estan llamados a convivir y condenados a entenderse, también
en el mundo del Derecho. No me cabe duda, y en ese sentido, la interaccion de IA en el ambito
de las ODR sea el ejemplo juridico, posiblemente sea el caso mas ilustrativo. El Derecho es una
creacion humana, ni una sola IA ha creado una norma o ha elaborado una ley que esté en vigor
y sea exigible. Por mucha perfeccion que una maquina pudiera tener al crear una norma o una
ley, posiblemente hoy en dia sigamos prefiriendo la falibilidad humana con leyes con lagunas o
imprecisiones, pero una ley hecha por quienes viven en sociedad, quienes conocen y sienten su
entorno vital y perciben del mismo necesidades que han de ser reguladas a través de normas
imperativas. Realidades cambiantes, imprevisibles, diferentes geografica y temporalmente.
Necesidades imprevisibles, por tanto, que solo el conocimiento humano, con sus limitaciones,
puede ir adaptando al Derecho. Una IA, objetiva, incluso que se retroalimenta con sus precedentes,
no presenta la labilidad suficiente y deseable para acomodar realidad y norma, con lo hace el
“factor humano”. Crear derecho, interpretar la norma y aplicarla al caso concreto, estas dos
ultimas funciones netamente vinculadas a la resolucion de litigios, especialmente en el ambito
procesal y merced a las atribuciones constitucionales que comporta el ejercicio de la funcion
jurisdiccional, requieren una gran dosis de “factor humano”. Y subrayo, “una gran dosis”,

para dar a entender que no se excluyen otros elementos que asistan en la creacion, interpretacion
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y aplicacién de la norma, y que pueden ser de corte tecnolégico, como es una IA, pero, al menos
personalmente y en este momento, con funciones asistenciales y subordinadas al control humano
en todo caso®. Por tanto, afirmamos con conviccion que seguiri existiendo un legislador humano,
y jueces®, arbitros, mediadores y negociadores humanos, sin perjuicio, incluso, de que podamos
aceptar posibilidades de eleccion de los mismos a través del apoyo de herramientas de inteligencia
artificial®'. Al menos de momento, y seria deseable que por largo tiempo.

Una expresion de este control humano, del predominio del humanismo sobre la tecnologia
en materia de ODR y con la irrupcion de la IA>* es el derecho irrenunciable de los ciudadanos,
como usuarios tecnologicos, a objetar de su utilizacion. Cualquiera de las partes en un litigio
resuelto en arbitraje o mediacion electronica tiene la facultad, libre, voluntaria e incondicional,
de rechazar la utilizacion de un agente relacional o de un software, como inteligencia artificial,
sea en funciones asistenciales, sea en funciones decisorias. Piedra de béveda para asentar
entonces la IA en el arco juridico es una regulacion garantista, cierta y uniforme sobre este feno-
meno tecnolégico en su aplicacion legal. Un punto de partida para lograr este objetivo es sin
ninguna duda toda la normativa y textos preparatorios elaborados por la Union Europea que
hemos indicado anteriormente, a los cuales puede sumarse, con un caracter ain mas técnico,
la prevision de implementar comités técnicos especiales para el desarrollo de la norma de calidad
ISO/TC 299 sobre robdética, destinados en exclusividad a la elaboracién de normas para las
distintas ramas del derecho que se puedan ver afectadas en cuestiones relativas, entre otras, a:
determinacion del estatus y catalogacion juridica de las inteligencias artificiales y robots de
aplicacion juridica, determinacion del tipo de responsabilidad juridica aplicable a las actuaciones
de la inteligencia artificial y los robots con autonomia de ejecucion de actividades de repercusion
juridico-legal, adaptacion a las normativas nacionales vigentes en materia de proteccion de datos
personales, etc.

Podriamos estar, en cualquier caso, en los albores de una nueva realidad en el ambito de la
resolucion extrajudicial de litigios en linea. Ante un paso mas: lo que podriamos catalogar como
Smart ODR, I-arbitraje o I-mediacion, en alusioén a aquellos medios extrajudiciales de resolucion

de litigios en sede electronica en los cuales se aplique una IAL, ya sea en funciones asistenciales

% Gizem Halis Kassap, «Can Artificial Intelligence (AD) replace human arbitrators? Technological concerns
and legal implications», Journal of Dispute Resolution 2 (2021) 209-254.

*Juan Luis Gomez CoLoMer, «Unas reflexiones sobre el llamado juez robot: al hilo del principio de la inde-
pendenciajudicial», in Silvia BAroNa VILAR, ed., Justicia algoritmicay neuroderecho: una mivada multidisciplinar,
Valencia: Tirant lo Blanch, 2021, 243-264.; Fernando pe TrAZEGNIES, «Seguiran existiendo jueces en el futuro?
El razonamiento judicial y la inteligencia artificial», Revista Ius et Veritas 47 (2013) 112-130.

>l Catherine Rogers, «Arbitrator Intelligence: From intuition to data in arbitrator appointments», New York
Dispute Resolution Lawyer 11/2 (2018), y Azael Socorro MArRQUEZ, «Can Artificial Intelligence be used to appoint
arbitrators? Practical and legal implications of the use of Artificial Intelligence in the appointment of arbitrators
in International Commercial Arbitration», Anuario Venezolano de Arbitraje Nacional e Internacional 1 (2020)
249-272.

>2 Silvia BAroNA ViLAR, «Psicoandlisis de las ADR: retos en la sociedad global del siglo XXI», La Ley: Mediacion
y Arbitraje 1 (2020) 51-54.
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o decisorias, eso es, se sirvan de un arbitro o mediador virtual. Se diferenciarian entonces del
rotulo de ODR, el e-arbitraje o la e-mediacion en los que predomina, la componente electronica,
pero de los que no se deduce, por si misma, la posible aplicacion de IA. Sin duda es una realidad
ya tangible y que probablemente crecera y se desarrollara exponencialmente a corto plazo,
aprovechando las ventajas de la sinergia tecnolégica que el hermanamiento entre ODR e IAL
producen. Y, en cualquier caso, y como alusion final de trascendental importancia, no se puede
olvidar una barrera infranqueable: los derechos fundamentales de las personas, las garantias pro-

cesales y el control humano de cualquier recurso tecnolégico para hacer Justicia y resolver litigios.
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