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CHAPTER 2 - EL USO DE LA INTELIGENCIA ARTIFICIAL
EN LA COMISION E INVESTIGACION DEL DELITO

DE CHILD GROOMING
(DOI: 10.47907/DigitalTransformationAndGovernance/10)

Irene Yanez Garcia-Bernalt!

“¢Por qué esta magnifica tecnologia cientifica que ahorra trabajo y

nos bace la vida mas fdcil, nos aporta tan poca felicidad? La respuesta

2»

es esta: simplemente porque atin no hemos aprendido a usarla contino

(Albert Einstein, 1879-1955)

Sumario: 1. Introduccion: la irrupcién de la Inteligencia Artificial en la esfera juridica.
2. El auge de la ciberdelincuencia sexual. 2.1. La vulnerabilidad de los menores en el
mundo online. 2.2. Aproximacion al fenémeno child grooming. 3. Inteligencia Artificial (IA)
y corrupcion de menores. 3.1. El uso de la IA en la perpetracion del delito de child grooming.
3.2. La TA como herramienta en la investigacion de delitos de corrupciéon de menores.
3.2.1. Reflexiones sobre la implementacion de la IA en la fase de instruccion. 3.2.2. Policia
predictiva y child grooming. 4 Conclusiones. 5. Referencias.

Resumen: La inminente implementacion de las tecnologias disruptivas y su cada vez mayor
alcance en todas las esferas de la sociedad ha generado incontables beneficios, a la par que
se han puesto de manifiesto importantes riesgos en cuanto a su uso. La Inteligencia Artificial
se erige como un recurso eficaz para la comision de ilicitos penales viralizandose fenémenos
como el face swap o deepfake, convirtiéndose en un mecanismo de engano que encuentra
su encaje en el delito de corrupcion de menores o child grooming. Si bien el uso de la misma
se alza, a su vez, como un excelente mecanismo para la investigacion de dichas conductas.

Palabras Clave: menores, victima, Inteligencia Artificial, tecnologia.

Abstract: The imminent implementation of disruptive technologies and their increasing
reach in all spheres of society has generated countless benefits, while significant risks have
been revealed regarding their use. Artificial Intelligence emerges as an effective resource
for the commission of criminal offenses, making phenomena such as face swap or deepfake
go viral, becoming a deception mechanism that finds its place in the crime of corruption of
minors or child grooming. Although its use stands, in turn, as an excellent mechanism for
the investigation of said behaviors.

Keywords: minors, victim, Artificial Intelligence, technology.

! Personal Investigador en Formacion en el area de Derecho Procesal (Universidad de Salamanca). E-mail:
ireneygb@usal.es ORCID: https://orcid.org/0000-0001-8859-6029. Trabajo realizado en el marco de la convoca-

toria de contratos predoctorales (Programa Propio III) USAL 2020, cofinanciada por el Banco Santander.



192 Irene Yanez Garcia-Bernalt

1. Introduccion: la irrupcion de la inteligencia artificial en la esfera juridica

La llegada de las nuevas tecnologias a la vida del ser humano ha traido como principal
consecuencia una mejora en las condiciones de desarrollo tanto a nivel individual como colectivo.
Internet ha permitido generar un grado de hiperconectividad altamente elevado estrechando
lazos y comunicaciones a cientos de miles de kilémetros. Sin embargo, nuestra privacidad,
seguridad e incluso esas mencionadas interacciones sociales se han puesto en riesgo. La irrupcion
de otras tecnologias como la Inteligencia Artificial (en adelante, TA) y la automatizacion han
venido a transformar todas las esferas de la sociedad. Estamos ante una revolucion 4.0 basada
en un proyecto de estrategias de alta tecnologia (Barona Vilar, 2021) que brinda mejoras en el
mercado. No obstante, en esta era digital, los derechos y libertades que el Estado debe amparar
no pueden huir a las terminaciones de dicho mercado, del poder econémico, debiendo limitarse
mediante una politica de indole humanista (Dolz Lago, 2022)

Si nos alejamos del foco econémico, en el que esta nueva tecnologia ha tenido un importante
impacto, y ponemos la atencién en el mundo juridico, podemos afirmar, sin lugar a duda, que la
IA y el Derecho son dos esferas en constante fusion. Desde el punto de vista de la eficacia y la
eficiencia en el mundo del Derecho, concebimos la IA como una importante herramienta para
la automatizacion de determinadas tareas, como puede ser la revision de documentos. Pero es
que, ademas, puede ser empleada para mejorar la toma de decisiones mediante un exhaustivo
analisis de datos y predicciones basadas en ciertos patrones. (Martin Diz, 2021). Sin embargo,
cuando analizamos la otra cara de la moneda, somos conscientes de como el poder y la versatilidad
de la TA ofrece las consecuencias negativas de su uso, entre las que se incluye la comision de
ilicitos penales. Aunque la IA puede ser empleada para la prevencion y combate de la delincuencia,
también resulta desafiante para la seguridad. Hablamos de una ciberdelincuencia mucho mas
avanzada, dado que permite el desarrollo de malwares mucho mas sofisticados que los ofrecidos
hasta ahora, siendo asi mas sencilla la identificacion de las vulnerabilidades de los sistemas
informaticos y la posibilidad de eludir las barreras de seguridad. De igual modo la creacion de
falso contenido es mucho mas real y convincente a través de la IA, hablamos aqui de la generacion
y de imagenes y videos manipulados conocido como DeepFake. Multitud de aplicaciones méviles
permiten la manipulacion de fotografias, lo que ha supuesto un incremento de la aparicion de
imagenes y videos de caracter pornografico con los rostros de menores de edad (Fernandez
Senac, 2023). En definitiva nos encontramos aqui con que la prevencion, investigacion y comision
de tales delitos, empleando la TA, plantea una serie de desafios tanto legales como éticos, siendo
las autoridades las encargadas de equilibrar los beneficios y perjuicios provocados por esta
tecnologia, especialmente cuando se trata, como se abordara en las siguientes lineas, de delitos

contra colectivos especialmente vulnerables como son los menores de edad.

2. El auge de la ciberdelincuencia sexual

Los delitos sexuales en linea, delitos cibernéticos sexuales o ciberdelitos sexuales constituyen

actividades delictivas que involucran el uso de las TICs, Internet y otros dispositivos informaticos
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para cometer actos de caracter sexual ilegales, cuyo alcance global plantea una serie de desafios
en la aplicacion de la ley y la proteccion de las victimas. En el ano 2021, siguiendo el Informe
sobre la Cibercriminalidad en Espana elaborado por el Ministerio de Interior, se registraron un
total de 1198 victimizaciones por delitos sexuales? de las cuales el rango de edad mas afectados
son los menores (0-17 afos), constituyendo de ese total senalado, 1053 victimas. Es decir,
que los menores de edad victimas de esta tipologia delictiva constituye el 36%. El incremento de
este tipo de conductas muestra cifras desoladoras en relacion con los menores de edad, pues el
uso masivo de las tecnologias aumenta el riesgo de exposicion a formas de interaccion sexual
(Tamarit Sumalla, 2018)

El auge de los ciberdelitos sexuales se debe asi, en gran parte, a la creciente y constante
interconexion digital y a la intensificacion producida respecto de la actividad en linea. Si esboza-
mos mas detalladamente el trasfondo de las razones mencionadas, nos encontramos con que la
produccion de las mismas se debe, en primer lugar, la facilidad de acceso a las plataformas.
La cantidad de material de caracter sexual disponible en redes ha crecido significativamente en
los ultimos anos en forma de banners y anuncios que aparecen sin que lo deseemos. Ello puede
conducir a la normalizaciéon de estos comportamientos y aumentar el deseo y tentacion de
participar en ellos. En segundo lugar, las redes sociales y las aplicaciones de mensajeria
instantanea como Instagram, Twitter —abora “X”, TikTok, WhatsApp o Telegram, cuyo uso se ha
visto incrementado desde la pandemia del COVID-19 (Méndez y Pérez Fernandez, 2020), se erigen
como canales de comunicaciéon donde los agresores pueden comunicarse facilmente con sus
potenciales victimas —especialmente con menores de edad- y conseguir manipularlos o coaccio-
narlos para participar en actos sexuales a través del engano. En tercer lugar y enlazado con el
perfil del delincuente, se encuentra el anonimato que ofrece Internet, pues existen cientos de
vias, muchas de ellas sencillas, para ocultar la identidad y aumentar asi la sensacion de impunidad.
En cuarto lugar podemos hablar de la denominada “ingenieria social”. Se trata de una técnica de
manipulacion psicolégica que involucra el engafo del personal autorizado en un sistema
informatico y obtener asi informacion sensible (Lopez Grande y Salvador Guadron, 2015). Por lo
tanto, resulta util el empleo de estas técnicas en la comision de ciberdelitos sexuales para
manipular y explotar a la victima. La finalidad es hacer uso de esa confianza generada con la
persona objetivo de la conducta para obtener material sexualmente explicito o para llevar a cabo
otro tipo de abusos de esta indole.

A esas cuatro explicaciones debemos anadir, ademas, la falta de conciencia y educaciéon tanto
digital como sexual. Ello, en tanto en cuanto, la mayoria de los jévenes no son completamente
conscientes de los peligros de interactuacion con extrano en linea o de compartir contenido de
caracter sensible de forma no consensuada. Asimismo, se han de tener en cuenta los desafios

técnicos. Los delincuentes sexuales online utilizan técnicas, en muchas ocasiones, demasiado

z Se excluyen aqui las agresiones sexuales con o sin penetracion y los abusos sexuales derogados por la
Ley Organica 10/2022, de 6 de septiembre, de garantia integral de la libertad sexual.
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sofisticadas como la manipulaciéon de imagenes —a través de la IA- o de suplantacién de la

identidad para cometer el engafo y, por ende, el ilicito penal.

2.1. La vulnerabilidad de los menores de edad en el mundo online

La plataforma We are social en la elaboracion de su Informe Digital 2022 muestra una tendencia
al alza del uso de plataformas digitales que ya supera los datos recabados antes de la pandemia
del COVID-19. El nimero de usuarios en las redes sociales equivale a una cifra superior al 58%
de la poblacion mundial. YouTube, WhatsApp y TikTok son las plataformas con mayor nimero
de usuarios registrados. En Espana 2.4 millones de usuarios son menores de entre 13 y 17 anos,
cifra que merece especial atencién en tanto en cuanto varios de sus bienes juridicos protegidos
pueden verse afectados negativamente por el uso de dichas plataformas (Ayllon Garcia, 2022),
especialmente cuando se trata de la indemnidad y libertad sexual. Resulta ciertamente llamativa
esta cifra cuando el legislador establece limites de edad para acceder a las redes sociales. Si bien
es cierto que en la actualidad somos testigos de la facilitad existente para poder prestar ese
consentimiento, debido a la falta de mecanismos para acreditar la autenticidad y verificaciéon de
la edad (Guardiola Salmeron, 2016).

Tanto a nivel nacional como internacional®, el legislador se ha mostrado especialmente sensible
a la hora de reforzar la proteccion de la indemnidad sexual ante este tipo de conductas cuando
se trata de victimas especialmente vulnerables (Rodriguez Tirado, 2018). La condicién de vulnera-
bilidad de una victima reside en las circunstancias personales, sociales, econémicas y culturales
que la rodean?, y se manifiesta en la debilidad a la hora de comprender y asimilar cierto tipo de
informacion, la forma de hacer frente y protegerse ante determinados tipos de conductas y
también dicha vulnerabilidad se traduce en una falta o disminucién de la aquiescencia para
realizar, por ejemplo, conductas de caracter sexual. Desde la 6ptica del mundo virtual la vulnera-
bilidad de los menores se aprecia en la concurrencia de diversos factores. En primer lugar,
la exposicion a contenido inapropiado tales como videos y fotografias con lenguaje violento,
material extremista o contenido de caracter pornografico, lo cual hace que pueda generar impor-
tantes perjuicios en su desarrollo emocional y psicologico. En segundo lugar, la falta de privacidad
0, mas bien, la falta de consciencia sobre los riesgos vinculados a la privacidad en linea. Los meno-
res de edad son mas propensos a compartir informaciéon personal —su ubicacion en tiempo real
o datos de contacto— de manera imprudente, de modo que esto puede ser aprovechado y

explotado por ciberdelincuentes. Y, en tercer lugar, estaria la falta de discernimiento a la hora de

> Véase en este sentido la Directiva 2011/93/UE del Parlamento Europeo y del Consejo, de 13 de diciembre
de 2011 relativa a la lucha contra los abusos sexuales y la explotacién sexual de los menores y la porno-
grafia infantil.

4 Seguimos la definicién aportada por las 100 Reglas de Brasilia sobre acceso a la justicia de las personas
en condicion de vulnerabilidad de la XTIV Cumbre Judicial Iberoamericana (2008).
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discriminar determinados tipos de informacion siendo mas compleja su distincion entre datos de
caracter confiable y fake news, siendo asi mas propensos a creer en falsas teorias.

La combinacion de todos estos factores conduce a la conversion de los menores en potenciales
victimas de espeluznantes conductas que se pueden llevar a cabo facilmente a través de disposi-
tivos informaticos. Evidentemente, ello presenta importantes consecuencias tanto a nivel penal
como procesal. Desde el punto de vista del derecho penal sustantivo, el legislador, consciente
de la vulnerabilidad inherente a los menores de edad, ha optado por recurrir a técnicas variadas
para garantizar una adecuada tutela penal de los menores (Blanco Cordero, 2023). Asi encontramos
un capitulo de nuestro CP dedicado exclusivamente a las agresiones sexuales a menores de 16
afos o también prevé una agravacion de la pena cuando se utilice también a menores de 16 afos
en espectaculos de caracter pornografico. Desde la perspectiva del derecho procesal, la vulnera-
bilidad va a ser tenida en consideracion en el momento en que el menor ostenta la posicion de
victima del delito, lo cual va a generar la activacion de una serie de alarmas y protocolos
especiales en las diversas actuaciones como puede ser, a modo de ejemplo, la toma de declaracion
y su consideracion como prueba preconstituida’.

En definitiva, nos encontramos con un colectivo que, si bien esta integrado por los que
denominariamos nativos digitales, lo cierto es que no deja de ser una generacion especialmente
sensible al uso y la evolucion de las nuevas tecnologias (Abadias Selma, 2022), asi como al
contenido que circula de manera libre y sin filtro alguno a lo que se debe afadir, incluso,
la exposicion temprana sin su consentimiento, por parte de sus padres a través del fenémeno

sharenting, viéndose asi atacada su intimidad personal y su honor.

2.2. Aproximacion al fenémeno child grooming

El uso cada vez mas generalizado de las redes sociales y las plataformas digitales por parte
de los menores de edad, sumado a su vulnerabilidad conducen, en numerosas ocasiones, a la
conversion de los mismos en potenciales victimas de ciberdelitos, la mayoria, de caracter sexual
(Gutiérrez Azanza, 2020). El Informe sobre Delitos contra la Libertad e Indemnidad Sexual de
2021 elaborado por el Ministerio del Interior muestra unas cifras desoladoras en materia de
ciberdelincuencia sexual. Ese afio hubo un total de 1344 menores victimas de delitos sexuales
cometidos a través de medios tecnolégicos, esto implica que 8 de cada 10 casos conocidos
tienen como victimas a menores. El delito de corrupciéon de menores es el segundo que mas
victimizaciones registra en el senalado afio —un total de 217-, estando por encima el contacto a
través de la tecnologia con un menor de 16 anos —un total de 440-.

Precisamente el delito de corrupciéon de menores, conocido bajo el anglicismo de child
grooming, ha sido protagonista de un importante auge en los ultimos anos. Esta conducta pasa

a ostentar la consideracion como de delito en el art. 183 bis de nuestro CP a través de la reforma

> Modificacion introducida en el art. 449 ter LECrim con la entrada en vigor de la Ley Organica 8/2021,
de 4 de junio, de proteccion integral a la infancia y la adolescencia frente a la violencia.
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operada por la LO 5/2010, de 22 de junio, adelantandose a la ya mencionada Directiva 2011/93/
/UE. Posteriormente, con la LO 1/2015, de 30 de marzo, la ubicaciéon del mencionado tipo penal
cambia y pasa a quedar recogido en el art. 183 ter CP. Actualmente, tras la reforma operada por
la LO 10/2022, de 6 de septiembre, de garantia integral de la libertad sexual, su ubicacion se
encuentra en el art. 183 CP. También se ha de hacer mencion a los esfuerzos realizados a través
de la LO 8/2021, de 4 de junio, de proteccion a la infancia y la adolescencia frente a la violencia
(LOPIVI, en adelante) a través de la cual se introduce cambios en el computo del tiempo de
prescripcion de los delitos contra la indemnidad sexual. Asi, en estos casos, cuando la victima
sea menor de edad, el tiempo empezara a contar desde que esta cumpla los 35 aiios, salvo que
fallezca antes, de modo que comenzara a contar desde la fecha de fallecimiento.

Vista la normativa que trata de proteger al menor frente al embaucamiento y corrupcion
sexual, la siguiente tarea es la de aproximarnos hacia el contenido de este tipo de conducta.
El término child grooming hace alusion a las acciones realizadas de manera deliberada con el
fin de entablar una relacion y consolidar un control emocional sobre el menor de edad preparando
asi el terreno para la agresion sexual®. Esas acciones, para que encajen en el tipo penal senialado,
en primer lugar, deben ser realizadas a través de Internet, teléfono o cualquier dispositivo
tecnologico. En segundo lugar, la victima debe ser menor de 16 afios. En tercer lugar y dltimo
lugar, la propuesta se debe acompanar siempre de actos materiales encaminados al acercamiento
con el menor. Asi pues, este delito se caracteriza porque puede darse en diferentes contextos, ya
sea en redes sociales, chats en linea, juegos online y otras plataformas digitales e incluso en el
metaverso. El delito se caracteriza asi por emplear técnicas de control y manipulacion, sobre
sujetos especialmente vulnerables —como son los nifos y adolescentes—, en entornos sociales y
digitales diversos con la finalidad de ganar la confianza de sus victimas ya sea ofreciendo
atencion, afecto o incluso falsas promesas de fama o €xito y asi poder allanar el terreno para la
explotacion o exposicion prohibida del menor (Abadias Selma, 2020). Asi realmente el delito se
configura en torno al peligro que supone para la libertad e indemnidad sexual del menor’.
En cuanto al papel del infractor, denominado groomer, se trata de un adulto que busca agredir
sexualmente a menores haciendo uso de las nuevas tecnologias. Para poder llevar a cabo esta
conducta, crean perfiles falsos en sus respectivas redes sociales y plataformas online para entablar
prolongadas conversaciones y ganar contenido sexual explicito del menor victima. Una vez
logrado este propoésito, comienzan el chantaje y las amenazas al menor sobre la publicacion de
tales fotos si no entrega mas o se niega a un encuentro fisico®. Téngase en cuenta que la negativa
del menor al envio de mas material o al posible encuentro cara a cara, puede llevar al autor al
envio de tales fotografias incurriendo asi en un delito de sextorsion, dado que el material es

enviado sin el consentimiento de la victima (Magro Servet, 2023). En definitiva, el child grooming

° Vid. STS 97/2015, de 24 de febrero.
7 Idem.
8 Vid. STS 174/2017, de 21 de marzo.
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supone, en parte, un cierto abuso de poder que termina generando un aislamiento de la victima

alejandola de su circulo mas cercano.

3. Inteligencia artificial (ia) y corrupcion de menores

3.1. El uso de la IA en la perpetracion del delito de child grooming

Como se ha explicado en las lineas anteriores, el delito de child grooming se caracteriza por
ser un delito de caracter informatico y sexual, es decir, un ciberdelito sexual. Como toda conducta
de estas caracteristicas, el paso del tiempo y la creaciéon de nuevas formas de comunicacion asi
como el avance de las tecnologias, hace que este delito también se adapte a los nuevos tiempos.

El uso de la TA para automatizar las ya mencionadas herramientas de ingenieria social
constituye una tendencia dentro del cibercrimen (Martinez Vazquez, 2020). Podemos afirmar, sin
lugar a duda, que el uso de la IA para delinquir constituye una creciente preocupacion en el
campo de la ciberdelincuencia. A pesar de las beneficiosas aplicaciones, la IA también es
empleada por los criminales para llevar a cabo actividades ilicitas. Precisamente, el incremento
en la comision del ilicito penal del child grooming se encuentra vinculado, ademas de al uso
masivo de las redes sociales, a la evolucion en las formas de perpetracion delito, siendo la TA
una herramienta idonea en este tipo penal.

Eluso de laIA en la comision del delito de child grooming puede tener diversas manifestaciones.
En primer lugar, puede ser empleada para la identificacion de victimas potenciales. Esto es,
el empleo de algoritmos creados a través de la IA para identificar a posibles victimas en linea.
Estos algoritmos pueden analizar el comportamiento de los menores de edad en el mundo
online, sus interacciones en redes sociales y su actividad, lo cual serviria para dar con aquellos
que muestran mayor vulnerabilidad. En segundo lugar, la TA también puede ser utilizada para
persuadir y manipular a los menores. Nos referimos aqui al uso de chatbots, es decir de conver-
saciones automaticas, o programas que simulan ser personas reales para generar asi una relacion
de confianza con el nino o adolescente y generar una manipulaciéon emocional. En tercer lugar,
encontramos la generacion de contenido inapropiado. A través de la IA es posible crear contenido
sexualmente explicito, imagenes o videos, que involucre a menores de edad.

Uno de los usos de la TA que encuentra su encaje en este tipo de delito es el del DeepFake.
Esta técnica, inicialmente utilizada para la manipulacion de imagenes y videos con caracter ludico
y recreativo, puede alcanzar importantes niveles de preocupacion en tanto en cuanto estamos
ante una manipulacién de rasgos biométricos, ya que estan relacionados con la identificacion de
una unica persona. Los rasgos biométricos incluyen huellas dactilares, el reconocimiento facial
de la voz o el escaneo, por ejemplo, del iris. Estamos pues, ante una auténtica categoria de datos
personales que son obtenidos a través de un tratamiento técnico muy concreto y que son
relativos a las caracteristicas fisicas de una persona (Etxebarria Guridi, 2022). Existen multiples
usos del DeepFake en relacion con el delito de child grooming y en la afectacion de los rasgos
biométricos. En primer lugar, los ciberdelincuentes pueden hacer uso de los DeepFakes para

elaborar material que involucre a menores de edad, aunque las personas representadas en dicho



198 Irene Yanez Garcia-Bernalt

material sean adultos. En segundo lugar, esta herramienta también es ttil para llevar a cabo una
suplantacion de la identidad. Pueden crear DeepFakes haciéndose pasar por menores para generar
esa confianza con la potencial victima y asi obtener el contenido sexual de esta. Asimismo, también
este mecanismo de IA es viable para la extorsionar o sextorsionar y amenazar a las victimas.
Asi pues, el DeepFake y también el Face Swap (herramienta creada a través de IA que también
permite la manipulaciéon de imagen, video y sonido), constituyen herramientas eficaces en el
modus operandi inherente al delito de child grooming, a 1a hora de generar contenido falso que
conferira, bajo el anonimato, una mayor facilidad para entablar la relacion de confianza con la
victima menor de edad y obtener asi el material sexual para su posterior distribucién en la red

asi como para llevar a cabo una sextorsion.

3.2. La IA como herramienta en la investigacion de delitos de corrupcion de menores
3.2.1. Reflexiones sobre la implementacion de la IA en la fase de instruccion

Vista la parte negativa del uso de la IA en relacion con la posibilidad de llevar a cabo conductas
penalmente reprochables, lo cierto es que el prisma de esta novisima herramienta también
ofrece ciertas ventajas dentro del proceso penal. Ya somos testigos de las primeras mejoras
implementadas en la administracion de justicia gracias al procesamiento de datos mediante
algoritmos inteligentes, o su uso para la valoracién del riesgo, asi como su empleo en materia
probatoria para contrastar datos de manera objetiva (Martin Diz, 2022).

Antes de la concepcion de la TA como una posible via para la investigacion en el proceso
penal, en su momento, la LO 13/2015, de 5 de octubre, incorpora a nuestra la LECrim las deno-
minadas diligencias de investigacion tecnoldgicas, las cuales permiten el acceso a las fuentes de
prueba digital. No se trata, ni mucho menos, de una cuestion baladi, pues la norma pasa a dar
respuesta legal a una realidad de las potencialidades practicamente ilimitadas de las nuevas tecno-
légicas en la investigacion de delitos (Rodriguez Lainz, 2018). Estas se introducen en nuestro
ordenamiento juridico con suma cautela ponderando, siempre, la injerencia que producen en los
derechos fundamentales (Ortego Pérez, 2022) y bajo el prisma de una serie de principios rectores:
especialidad,idoneidad, excepcionalidad y necesidady, porultimo, el principio de proporcionalidad.

Ahora bien, como era de esperar, los avances tecnologicos producidos en la manera de
cometer ilicitos penales también llevan aparejados la implementacion de nuevas formas de
investigacion criminal. Por ello la aplicacion de la IA ha supuesto una auténtica revolucion a la
hora de facilitar el esclarecimiento de los hechos. Este importante progreso o avance no se
refiere inicamente a la apariciéon de estos medios, sino a la eficacia que pueden presentar en la
fase de instrucciéon (Munoz Rodriguez, 2020) pudiendo adquirir la consideracion de una nueva
diligencia de investigacion. La aplicacion de la TA en el proceso penal constituye, pues, una
realidad. Sobre sus posibilidades misma en el art. 516 del Anteproyecto de la Ley de Enjuiciamiento
Criminal de 2020, donde se recoge la posibilidad de que el juez autorice, a instancia del MF, la
utilizacion de sistemas automatizados o inteligentes en el tratamiento de datos para interrelacionar

la informacién sobre el sujeto investigado.
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Evidentemente, al igual que ocurre en su momento con las diligencias de investigacion
tecnoldgicas, la incorporacion de los sistemas inteligentes al proceso penal debe velar por el
equilibrio entre los derechos y garantias que conforman la fase de investigacion (San Miguel
Caso, 2022). el empleo de esta tecnologica se encuentra supeditada a la concurrencia de una
serie de requisitos, pues no deja de producirse una injerencia en datos que tienen la consideracion
de sensibles. Sobre esas circunstancias condicionantes, en primer lugar, se requiere que existan
indicios basados en datos objetivos sobre la participacion del investigado en los hechos de la
investigacion. Este requisito se vincula directamente con el principio de proporcionalidad,
en virtud del cual el juez valorara y ponderara el que el sacrificio de los derechos e intereses de
los afectados no sea superior al beneficio que de su adopcion resulte para el interés publico.
Para la ponderacién se tendra en cuenta, entre otros aspectos, la intensidad de los indicios
existentes constituyendo este un importante parametro que permitira calibrar el grado de
desarrollo de la conducta delictiva y la participacion del investigado. De este modo se obtendra
un analisis mas meditado sobre el nivel de injerencia en el derecho fundamental de que se trate®.

En segundo lugar, se hace alusion a la necesaria practica de esta diligencia teniendo en cuenta
la naturaleza y las caracteristicas del hecho. El uso de estos sistemas se considera como algo
excepcional y no rutinario, de modo que la justificacion de su adopcion reside en que no existe
otra medida licita eficaz para la averiguacion del delito'. Por dltimo, el art. 516 del Anteproyecto
LECrim 2020 alude a la necesidad de que el hecho investigado sea constitutivo de un delito
castigado con una pena igual o superior a los tres anos de prision. Requisito que se contempla
en otras diligencias de investigacion tecnologicas como la interceptacion de las comunicaciones

telefénicas y telematicas (Art. 588 ter LECrim).

3.2.2. Policia predictiva y child grooming

La lucha contra las nuevas formas de criminalidad basadas en la tecnologia ha traido consigo,
como ya veniamos apuntado, la necesaria instauracion de herramientas de investigacion basadas
en la acumulacion, tratamiento y analisis de datos. En relacion con la investigacion del delito de
child grooming, consideramos que una de las herramientas basadas en la IA que presentaria una
mayor eficacia en esta fase de esclarecimiento de los hechos es, precisamente, la policia predictiva.
Esta herramienta se basa en el uso de una importante cantidad de datos que son analizados para
estimar, a través de algoritmos, un valor que es desconocido y sus resultados deberian servir
para gestionar de manera mas eficaz los recursos policiales (Borges Blazquez, 2022). Por lo
tanto, se trata de una estrategia de aplicacion de analisis de datos y tecnologia avanzada basada

en el uso de datos historicos en tiempo real y en modelos de aprendizaje automaticos para

 Véase la Circular 1/2019, de 6 de marzo, del Fiscal General del Estado, sobre disposiciones comunes y
medidas de aseguramiento de las diligencias de investigacion tecnolégicas en la Ley de Enjuiciamiento Criminal.

19Sobre esta cuestion se pronuncia nuestro TS en relacién con la interceptacion de las comunicaciones
telefonicas. Véase la STS 279/2017, de 19 de abril.
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poder anticipar los patrones delictivos. Los aspectos clave de la policia predictiva se centran, en
primer lugar, en la recopilacion de datos (pensamos aqui en la inclusion, por ejemplo, de informes
de incidentes previos, registros criminales, datos demograficos o ubicaciones geograficas).
En segundo lugar, estaria el analisis de datos a través de algoritmos de aprendizaje automatico
y andlisis estadisticos para la correcta identificaciéon de patrones y tendencias. En tercer lugar,
la prediccion y evaluacion de los riesgos, con base en el analisis previamente realizado, la policia
predictiva generaria predicciones sobre las areas geograficas o momentos en los que es mas
probable que ocurra el delito. En cuarto lugar, esta herramienta como ya mencionabamos puede
ser eficaz para mejorar el despliegue de recursos enviando, por ejemplo, patrullas en los momentos
de mayores riesgos. Y, por ultimo, puede ser empleada para prevenir el crimen a través de una
mayor visibilidad de las areas de riesgo. En Espana ya se ha desarrollado alguna herramienta de
policia predictiva, como es Veripol, que analiza y estima la posibilidad de que las denuncias por
robo con violencia o intimidacién sean falsas (Lopez Pérez, 2022). Otra de esas herramientas es
VioGén, la cual esta vinculada a la creacion y valoracion de un protocolo sobre el riesgo de
reincidencia en materia de violencia de género (Gonzilez-Alvarez. Santos-Hermoso. Camacho-
Collados, 2020).

En relacion con el delito de child grooming, se trata de una conducta que presenta importantes
dificultades en materia de prevencion e investigacion, lo cual implica un importante estudio
sobre los factores de riesgo, la relacion de los menores con el uso de internet y el analisis de
estudios cualitativos sobre los adultos abusadores (De Santiesteban. Gamez Guadix, 2017).
Por ello resulta interesante el posible uso de una de las herramientas de la policia predictiva:
CATT (Chat Analysis Triage Tool). Se trata de un algoritmo creado por el Instituto Politécnico de
la Universidad de Purdue (Indiana) que se erige como una herramienta de investigacion basada
en mecanismos de procesamiento del lenguaje natural, analizando y comprando chats y conversa-
ciones online entre menores y depredadores sexuales en linea impulsados por el contacto
(Seigfried-Spellar, et al., 2019). A través de un analisis sobre las diferencias basadas en el idioma
y factores como la autorrevelacion —tactica en la que el depredador intenta generar confianza
compartiendo una historia personal de caracter negativo, como puede ser, por ejemplo, el haber
sufrido abusos en la infancia-, se puede crear una evaluacion de riesgos y una probabilidad de
que ese sujeto intente mantener un contacto fisico con la victima. Asi los miembros de las FCSE
pueden comenzar a priorizar aquellos casos en qué quieren destinar sus recursos de una manera
mas rapida. En Espana, desde la Secretaria de Estado y Seguridad ya se ha impulsado un proyecto
de policia predictiva para los casos de child grooming basado el algoritmo antes mencionado.
A lo que se debe sumar el uso de la nina virtual Sweetie, 1a cual conversa en plataformas de chat
con posibles pederastas y depredadores sexuales online. (Borges Blazquez, 2022).

En definitiva el uso de la policia predictiva en la lucha contra la explotacién sexual de
menores en linea y en la investigacion de delito de child grooming se alza como una herramienta,
cuanto menos, Util, para la identificacion de los sospechosos y el perfil de las victimas. A través
de un analisis de patrones de comportamientos en linea las FCSE pueden detectar la presencia

de un posible depredador sexual. Para ello también sera necesaria la inclusiéon de herramientas
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de monitoreo de analisis del lenguaje que analicen las interacciones en redes sociales o detecten
la realizacion de actividades ilegales en foros relacionados con la pedofilia. Precisamente,
en relacion con ese monitoreo, cabria la adopcién de herramientas de monitoreo en redes peer-to-

-peer (P2P) para el rastreo de movimientos en los que se comparta material pornografico infantil.

4. Conclusiones

A modo de conclusion, tras las explicaciones vertidas en las paginas que nos preceden llegamos
a la reflexion de que nos encontramos en un momento oscuro, un momento en que el auge de
la ciberdelincuencia sexual es una realidad que se encuentra al alza en esta era digital en la que
estamos inmersos. El uso masivo de las redes sociales y la constante exposicion de menores en
Internet contribuyen a la comision de estas conductas. No obstante, la tecnologia supone un
desafio para la aplicacion de la ley vy, lejos de paralizarse, la aparicion de nuevas herramientas
creadas a través de la IA supone una cierta ventaja y eficacia en la comisiéon de este tipo de
conductas. Mas alla de una regulacion legal de caracter preventivo, aqui también entra en juego
la colaboracion de autoridades y empresas tecnolégicas para tomar medidas en aras de combatir
el uso de la TA en ciberdelitos. Esto incluye el desarrollo de herramientas de deteccion de
DeepFakes, el uso de medidas de seguridad mas solidas, la colaboracion con asociaciones y organi-
zaciones dedicadas a la lucha contra las agresiones sexuales infantiles en linea y una mayor cola-
boracion por parte de las plataformas digitales y redes sociales, véase en este sentido la negativa
de algunas de ellas para proporcionar datos referidos, por ejemplo, a la IP de un dispositivo.

El legislador ha de ser cauto, pero también previsor, debiendo renovar la legislacion existente
en materia de deteccion e investigacion de estas conductas cuando el fenémeno ya se ha produ-
cido. Previsor, por el creciente y constante aumento de las deplorables conductas que hemos
venido senalando. Y cauto porque la regulacion legal de diligencias de investigacion basadas en
la TA va a suponer una importante injerencia de determinados derechos fundamentales, al igual
que ocurre con la incorporacion a nuestro ordenamiento juridico, en 2015, de las diligencias de
investigacion tecnologicas. No obstante, nada impide que, mediante la concienciacién y la ponde-
racion de los derechos afectados y el resultado que se pretende lograr el uso de la IA, estas
medidas puedan ser implementadas y reguladas legalmente en nuestra LECrim.

Por ultimo, es importante incidir en que la aplicacion de la policia predictiva en la lucha
contra el delito del child grooming debe llevarse a cabo haciendo una ponderacion entre la ética
y el deber de investigacion, debiendo velar por la proteccion de la privacidad y no generando
un perjuicio en los derechos fundamentales que sea mayor que el beneficio que podamos
obtener de su uso en la investigacion. Asimismo, resultara fundamental ademas la cooperacion
juridica internacional y la colaboracién entre agencias para abordar de manera eficaz este

problema, dado que este tipo de conductas trascienden toda frontera fisica.
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